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Abstract

Robust extragalactic distance measurements are crucial for resolving the persistent discrepancy in the value of the
Hubble constant (H). Active galactic nuclei (AGNs), through their compact and variable broad-line regions,
enable the determination of geometric distances when reverberation mapping (RM) is combined with
spectroastrometry. We report results from a spectroscopic RM campaign (2022 October—2023 March) targeting
two narrow-line Seyfert 1 galaxies, Mrk 1048 and Mrk 618, using the 3.6 m Devasthal Optical Telescope and 2 m
Himalayan Chandra Telescope. High-cadence spectrophotometric monitoring was carried out using onboard
instruments such as ADFOSC, HFOSC, and TANSPEC, resulting in well-sampled continuum and emission-line
light curves. The observed fractional Varlablhty (Fyar) ranged from 4% to 14% across the g-band, HG, and Ho
light curves. The time lags were measured using the interpolated cross- correlatlon function (ICCF), PyIZCCF and
JAVELIN methods. In the rest frame, the ICCF analysis yields H3 lags of 10.573 days for Mrk 1048 and 10.2737§
days for Mrk 618, while the corresponding Ha lags are 18.773:3 and 14.47 15, days respectively. The emission- hne
widths, measured from the rms spectra using oy;,e, give virial black hole mass estimates of 6.33'? x 107 M, for
Mrk 1048 and 1.270¢ x 107 M, for Mrk 618. These results will serve as a basis for absolute geometric distance
calibration when combined with VLTI/GRAVITY spectroastrometric measurements, thereby contributing to the
development of AGNs as standardizable cosmological probes.

Unified Astronomy Thesaurus concepts: Reverberation mapping (2019); Active galactic nuclei (16); Black holes
(162); Optical telescopes (1174); Distance measure (395)

Depdrtment of Applied Optlcsldnd Photonics, University of Calcutta, Technology Campus, JD-2, Sector 3, Bidhannagar, Kolkata 700106 West Bengal, India

1. Introduction

Active galactic nuclei (AGNs) are among the most luminous
and enduring objects in the Universe, powered by accretion
onto supermassive black holes (SMBHs; M. J. Rees 1984)
with masses exceeding 10° M. (J.-H. Woo & C. M. Urry
2002). Their characteristic broad emission lines and strong
continuum variability have long served as vital probes of the
central regions of AGNs. A particularly promising geometric
approach to studying the broad-line region (BLR) structure
(M. Elvis & M. Karovska 2002; S. Rakshit et al. 2015) and
measuring AGN distances is the combined use of spectro-
astrometry and reverberation mapping (SARM) that was first
introduced by J.-M. Wang et al. (2020). Spectroastrometry
(SA) enables sub-diffraction-limit angular measurements by
tracing wavelength-dependent photocenter displacements
(S. Rakshit et al. 2015), while reverberation mapping (RM)
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provides radial BLR sizes based on the time delay between
variations in the ionizing continuum and the corresponding
response in emission lines. Together, these techniques enable
one not only to constrain the geometry and kinematics and
measure the black hole masses, but also to estimate the
geometric distance independent of the traditional cosmic
distance ladder. Applications to a few objects yielded H,
values consistent with standard cosmology (A. Amorim et al.
2021; Y.-R. Li et al. 2024, 2025). Further theoretical
refinements, including modeling of BLR emissivity and
responsivity, have improved the accuracy to within ~10%—
30% (Y.-R. Li & J.-M. Wang 2023; Y.-R. Li et al. 2025),
although the precision remains constrained by current
interferometric capabilities.

RM (J. N. Bahcall et al. 1972; R. D. Blandford et al. 1982;
B. M. Peterson 1993), which is a traditional method for
studying the central engine of AGNs, uses the time delay
between variations in the ionizing continuum (from the
accretion disk) and the broad emission lines (from the BLR)
to measure the size of the BLR. Assuming the BLR gas is
virialized, the SMBH mass can be calculated using the virial
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Table 1
Observational Details of Mrk 1048 and Mrk 618
Name z D, my Nobs Alfmea MID Telescopes
(Mpc) (mag) Spec. Phot. Spec. Phot. Spec. Phot.
@1 @) 3) C)) ) (6) O] ®) ) (10 (11)
Mrk 1048 0.0426 191.4 14.02 25 125 7 1-3 59856.79-59998.81 59796.33-60001.07 DOT, HCT
Mrk 618 0.0355 154.9 14.10 25 211 7 1-3 59856.87-60014.81 59796.27-60030.60 DOT, HCT

Note. Column (1): object name. Column (2): redshift from NASA /TPAC Extragalactic Database. Column (3): luminosity distance derived from redshift. Column (4):
V-band magnitude. Columns (5) and (6): number of observation epochs (spectroscopic and photometric, including ZTF and ASAS-SN). Columns (7) and (8): median
sampling interval (spectroscopic and photometric). Columns (9) and (10): duration of observations (spectroscopic and photometric). Column (11): telescopes used.

equation:

X Rpir(AV)?

Mgy = G (1

where Rpr is the BLR radius (from the time lag), AV is the
line width (FWHM or oy;,e), and f is the virial factor inferred
from BLR geometry and inclination. RM has been applied to
over a hundred AGNs, successfully calibrating the Rg; r—Ls100
relation (S. Kaspi et al. 2000; M. C. Bentz et al. 2013; H. Cho
et al. 2023; J.-H. Woo et al. 2024; C. Sobrino Figaredo et al.
2025), and yielding insights into black hole mass scaling
relations, AGN structure, and accretion physics (e.g., Y. Shen
et al. 2011, 2024; P. Du et al. 2015, 2016; L. Pei et al. 2017;
C. J. Grier et al. 2017; S. Rakshit et al. 2019; E. M. Cackett
et al. 2021; V. U et al. 2022; H. Cho et al. 2023; S. Wang &
J.-H. Woo 2024; J.-H. Woo et al. 2024; C. Sobrino Figaredo
et al. 2025). The velocity-resolved delay map and dynamical
modeling of RM data showed evidence for Keplerian rotation
of the BLR clouds and a disk-like BLR in many AGNs (e.g.,
A. Pancoast et al. 2014; Y.-R. Li et al. 2018; S. Wang et al.
2025). However, these are limited by the requirements of
better and higher-cadence data.

Despite its success, RM is fundamentally limited by its
inability to resolve full spatial structures, as it probes only line-
of-sight velocities. This constraint has been significantly
alleviated by advances in optical/IR interferometry. In
particular, the GRAVITY instrument on the VLTI has spatially
resolved BLRs in nearby AGNs with ~10 pas precision,
observing sources such as 3C 273 and NGC 3783 (Gravity
Collaboration et al. 2018, 2020; A. Amorim et al. 2021).
GRAVITY has also revealed a strong correlation between hot
dust sizes and RM-based BLR radii, offering an alternative
path for SMBH mass estimation with fewer observational
demands (GRAVITY Collaboration et al. 2024). Combined
with RM, this enables a complementary spatial-temporal view
of BLR geometry.

To fully exploit SARM for distance measurements and
SMBH mass estimation, high-quality RM data remain
essential. While GRAVITY /VLTI provides angular sizes for
nearby AGNs, accurate linear sizes for BLRs from RM are
needed to derive angular diameter distances. This requires
long-term, high-cadence spectroscopy of AGNs with strong,
variable broad lines. Motivated by this, we initiated an RM
campaign targeting AGNs observable with GRAVITY /VLTI,
aiming to measure time lags between the ionizing continuum
and broad-line variations. These lags yield estimates of the
BLR radii and virial mass for future SARM studies. This paper
presents the campaign’s initial results, variability analysis, lag

measurements, and black hole mass estimates. Section 2
details the target selection and observations; Section 3
describes data processing and light-curve analysis; Section 4
presents lag measurements via the interpolated cross-
correlation function (ICCF) and JAVELIN; Section 5 describes
the effect of detrending on the light curve and results;
Section 6 covers methods of mass estimation; Section 7 offers
comparisons and implications; and Section 8§ summarizes our
findings.

2. Target Selection and Observations

To assemble a sample suitable for SARM observations from
both hemispheres, we began with the catalog of J.-M. Wang
et al. (2020), which lists 30 low-redshift AGNs (z < 0.08) with
K< 11.5 and expected BLR angular sizes 220 pas. These
characteristics make them promising candidates for distance
measurements using strong Brackett v or Paschen o emission
lines accessible to GRAVITY. Among these 30 AGNs, only
seven have declinations higher than —15° and K-band
magnitudes brighter than 11, rendering them accessible to
ground-based observatories in both hemispheres. Initially, we
planned to monitor all seven sources using the 3.6 m Devasthal
Optical Telescope (DOT; B. Kumar et al. 2018), ARIES,
Nainital and the 2 m Himalayan Chandra Telescope (HCT) at
the Indian Astronomical Observatory (IAO), Hanle, India, as
part of this campaign. Over 5-6 months, i.e., 2022 October to
2023 March, four AGNs were successfully observed.
However, data quality was affected by external factors such
as seasonal gaps, weather conditions, variability constraints,
and cadence issues. Ultimately, only two out of four sources,
Mrk 1048 and Mrk 618, exhibited well-sampled light curves
with better cadence spectroscopic monitoring and strong
correlation properties. Table 1 depicts the different properties
for Mrk 1048 and Mrk 618, including redshift, luminosity
distance, magnitude in the V band, corrected for extinction, the
total number of epochs of spectroscopic and photometric
observations, the cadence in both, the period of observations,
and telescopes.

Weekly cadence spectroscopic and photometric observa-
tions of both sources were carried out using optical and
near-infrared spectrographs mounted on the 3.6m DOT
and the 2m HCT. Optical spectrophotometric data with
DOT were obtained using the ARIES Devasthal Faint Object
Spectrograph and Camera (ADFOSC; A. Omar et al. 2019).
ADFOSC features a 4K x 4K deep-depletion CCD camera,
yielding a pixel scale of 0’2 pixel ' with 2 x 2 binning
(D. Panchal et al. 2023). However, due to technical reasons
(limited ports to mount the instrument at DOT), the optical
spectrograph ADFOSC, which covers both the HG and Ha
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Figure 1. V-band image of Mrk 1048 and Mrk 618 observed from the HFOSC/HCT with a field of view of 10’ x 10’. The sources are marked, and the nearby

comparison stars are shown.

lines, is available for ~2 months in each observation cycle.
Therefore, we have also used the TIFR-ARIES Near Infrared
Spectrometer (TANSPEC; S. Sharma et al. 2022) (mounted at
DOT alternatively with ADFOSC), which covers the optical
Ha line (0.6—2.2 ym) along with other infrared emission lines.
TANSPEC is equipped with two Teledyne HgCdTe Astro-
nomical Wide Area Infrared Imager (HAWAII) detectors: an
HIRG (1024 x 1024 pixels) for imaging and slit viewing, and
an H2RG (2048 x 2048 pixels) for spectroscopy. The
instrument offers a 1 x 1 arcmin® field of view (FOV) and
covers a wavelength range of 0.55-2.5 um, split into 10
spectral orders.

Optical observations with the HCT utilized the Himalayan
Faint Object Spectrograph Camera (HFOSC),'* a versatile
instrument designed for low- and medium-resolution grism
spectroscopy. The detector comprises a SITe ST-002 2K x 4K
pixel CCD, with the central 2K x 2K region used for imaging.
This setup provides an FOV of approximately 10’ x 10’ and a
pixel scale of 0.296 pixel .

2.1. Photometry

Photometric observations were conducted using broadband
filters, specifically the Sloan Digital Sky Survey (SDSS) r band
(623 nm) from ADFOSC, the V band (550 nm) from HFOSC,
and the R band (612 nm) from TANSPEC. For each target, three
broadband photometric frames were acquired with exposure
times ranging from 30 to 60s, immediately preceding the
spectroscopic observations. Figure 1 presents the V-band images
of Mrk 1048 and Mrk 618, with the central AGN marked.
Images obtained from each observation night were initially
aligned using the Astroalign Python package (M. Beroiz et al.
2020). The preprocessing of photometric frames followed
standard procedures, including bias subtraction, flat-field
correction, and cosmic-ray removal. Aperture photometry was
carried out using SEP, a Python-based wrapper for the Source

'% hitps://www.iiap.res.in/centers /iao /facilities /hct/

Extractor package (K. Barbary 2016). Differential photometry
was performed by selecting 3-5 nearby reference stars, as
shown in Figure 1. The photometric aperture was set to 2.5
times the average FWHM of the selected comparison stars,
where the FWHM was determined by fitting a Gaussian profile
to the data. The local sky background was estimated within an
annular region extending from four to five times the FWHM.
The differential magnitude of the source was then calculated
relative to the comparison stars in the same FOV. Finally, a
photometric zero-point was applied to convert instrumental
magnitudes into calibrated broadband magnitudes.

In addition to our observations, we incorporated archival
g-band photometric data from two public time-domain surveys:
the All-Sky Automated Survey for Supernovae (ASAS-SN;
C. S. Kochanek et al. 2017) and the Zwicky Transient Facility
(ZTF; M. J. Graham et al. 2019). To ensure photometric quality,
we selected only high-quality measurements by applying a flag
condition of bad catflags ask = 0, which excludes data points
marked with any known issues such as saturation, blending, or
poor centroiding. This effectively removes outliers and spurious
detections from the ZTF light curves. These datasets span the
period from 2022 May to 2023 March. Given the higher cadence
of the ASAS-SN g-band data (centered at 4747 A), we
intercalibrated all photometric measurements from other bands
to the ASAS-SN scale using the PyCALT software (Y.-R. Li
et al. 2014). This intercalibration significantly enhanced the
temporal sampling of the light curves, as summarized in Table 1.
For the subsequent analysis, we adopt the intercalibrated g-band
light curve as the primary continuum-driving signal.

2.2. Spectroscopy

Spectroscopic observations were conducted using three
instruments: ADFOSC and TANSPEC mounted on the 3.6 m
DOT, and HFOSC on the 2 m HCT, each configured to obtain
high-quality spectral data. Below, we detail the setup and
reduction procedures used for each instrument.
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Figure 2. The composite spectra from ADFOSC (left) and TANSPEC (right) of Mrk 1048 (top) and Mrk 618 (bottom). The emission-line regions, such as Hy, Hg,

and Ha, with narrow emission lines [O I11] are highlighted.

(1) ADFOSC (mounted on the 3.6 m DOT) spectroscopic
observations were performed using a 1.2 wide and 8” long slit
in combination with a 132R-600 grooves mm~ ' grism,
covering the wavelength range 3500-7000 A, and centered
at 4880 A. Each spectroscopic frame had an exposure time of
600 s. Bias and flat-field frames were also acquired throughout
the night for standard calibration. Seeing conditions during the
observations ranged between 0'5 and 10/./5. The instrumental
resolution was determined to be 7 A (corresponding to
312kms '), measured by modeling the emission lines in a
combined Hg—Ar-Ne arc lamp frame taken with the same
configuration as the science exposures.

(2) HFOSC (mounted on the 2 m HCT) spectroscopic data
were obtained using Grism 7, which provides a spectral
resolution of R=A/AX~ 1320 and covers a wavelength
range of 3800-6840 A. Observations employed a 1715 wide
and 11’ long slit. Wavelength calibration was carried out using
Fe—Ar and Fe-Ne hollow cathode lamps, taken immediately
before and after the science frames. The observations were
conducted under good photometric conditions, with an average
FWHM seeing of approximately 1°6. Bias and flat-field
calibration frames were collected at the beginning and end
of each night. The resulting spectral resolution achieved
was 8 A.

Spectroscopic data reduction was performed using IRAF
(D. Tody 1986, 1993; National Optical Astronomy Observa-
tories 1999), following standard procedures including bias
subtraction, flat-fielding, and cosmic-ray removal using the
L.A. Cosmic algorithm (P. G. van Dokkum 2001). Flat-field
correction was applied using a tungsten LED lamp for
ADFOSC and a halogen lamp for HFOSC, with both lamps
normalized before division by the science frames. Spectral
extraction was carried out using the “apall” task in IRAF, with
an aperture size of 7"-8" set for both the target source and
comparison stars. Wavelength calibration for ADFOSC
spectra was performed using Hg—Ar and neon arc lamps,
whereas Fe—Ar and Fe—Ne lamps were used for HFOSC data.

All calibration lamps were observed in the same instrumental
configuration as the respective science exposures. For
ADFOSC, the calibration lamp frames were combined using
the “imcombine” task in IRAF. The resulting combined
calibration spectrum was then used to derive the wavelength
solution, which was subsequently applied to both the science
and reference stellar spectra. Flux calibration was achieved
using a spectrophotometric standard star, from which a
sensitivity function was derived and applied. Figure 2 displays
the mean spectrum obtained from all ADFOSC observations,
with prominent emission-line regions indicated. The upper and
lower left panels correspond to Mrk 1048 and Mrk 618,
respectively.

(3) The TANSPEC (mounted on the 3.6m DOT)
spectrograph has two operational modes, capturing spectral
data on a 2K x 2K H2RG array. We have carried out
spectroscopic observations in the cross-dispersed (XD) mode,
which uses a combination of a grating and two prisms that are
employed to pack all spectral orders onto the H2RG detector,
achieving a resolution of R ~ 1500 for a 1” slit width. Standard
observational procedures were followed: each target was
nodded along the slit at two positions, with multiple exposures
taken at each nod to enhance the signal-to-noise ratio.
Exposure times were limited to three minutes per frame to
facilitate effective cancellation of telluric emission lines
through frame differencing at alternating nod positions.
Telluric correction was performed using a nearby AOV-type
standard star. Additionally, argon and neon arc lamps were
used for wavelength calibration, and tungsten lamps were
employed for flat-fielding. Calibration frames were acquired
for each target to ensure accurate and precise spectral
calibration. Data reduction was carried out using the
pyTANSPEC pipeline (S. Ghosh et al. 2023),"” a dedicated
tool designed for reducing TANSPEC XD-mode spectra. The
extracted spectra were corrected for telluric absorption features

15 hitps: //github.com/astrosupriyo/py TANSPEC
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and subsequently normalized. Continuum-normalized spectra
from different spectral orders were combined to construct a
final composite spectrum for each source. Flux calibration of
the TANSPEC spectra was performed using a telluric standard
star and photometric observations taken around the same time,
and the spectral slope was adjusted based on data from the
HCT or ADFOSC instrument on DOT. A nearby epoch
spectrum from HCT or DOT was used to measure the slope of
the source continuum, which was then applied to the
wavelength-calibrated TANSPEC spectrum. After this correc-
tion, the spectrum was rescaled to match the corresponding
photometric flux, ensuring consistency between the spectral
and photometric data. Figure 2 shows the composite mean
spectra of Mrk 1048 and Mrk 618 in the upper and lower right
panels, respectively. The Ha emission line and several
Paschen series lines are prominently visible. However, in
Figure 2 only a small portion of the spectrum is visible to
highlight the Ha emission line. The spectra are comparatively
noisier due to residual telluric features and gaps in atmospheric
transmission.

3. Analysis
3.1. Spectral Decomposition

Accurate RM measurements require precise estimation of
the intrinsic variability of AGNs, necessitating correction for
extrinsic factors such as changes in observing conditions.
Failure to account for such effects can result in the
misattribution of variability to intrinsic AGN emission. To
mltlgate this, we employed the mapspec Python
package'® (M. M. Fausnaugh 2017), which implements a
Bayesian framework based on the method of E. van Groningen
& 1. Wanders (1992). It applies an empirical template to
correct time-series spectra for variations in wavelength
calibration, attenuation, and spectral resolution. For spectral
calibration, the [O1II] A5007 emission line was used as a
nonvariable reference feature to rescale spectra and correct for
redshifts at each epoch for both sources. The [O 111] extraction
windows were defined as [4984, 5025] A for Mrk 1048 and
[4990, 5027] A for Mrk 618, to account for source-specific
differences in line width, The adjacent continuum windows
were set as [4980, 4990] A and [5027, 5037] A for Mrk 1048,
and [4974, 4984] A and [5025, 5035] A for Mrk 618.

The mapspec package standardized the [OII] profiles
across all epochs by correcting for wavelength shifts, flux
scaling, and line broadening using a Gauss—Hermite kernel
(M. M. Fausnaugh et al. 2017). The reference epoch was
selected based on the spectrum exhibiting the broadest [O III]
profile and using HCT spectral [OI] flux having a
comparatively large number of data points, typically
corresponding to data acquired under poor seeing conditions
or affected by slit losses. Calibration uncertainties were
measured using a Markov Chain Monte Carlo (MCMC)
approach. The resulting flux scaling uncertainties were
combined in quadrature with the measurement errors of the
Hg flux, ensuring accurate propagation of calibration errors
into the final light curve. The publicly available multi-
component spectral fitting code PyQSOFit, developed by
H. Guo et al. (2018), was employed for spectral decomposition
and line fitting. A comprehensive description of the code and

1® hitps://github.com /mmfausnaugh /mapspec/
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with their residuals after fitting for Mrk 1048. The broad component fitting
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shown in orange. The total line model is overplotted on the original
continuum-subtracted spectrum. The Ha emission-line fittings have decom-
posed the [N II] A6549, [N II] A6585, and narrow Ha components.

its applications is given by H. Guo et al. (2019), Y. Shen et al.
(2019), and S. Rakshit et al. (2020). Each AGN spectrum was
first corrected for Galactic extinction using the reddening map
of D. J. Schlegel et al. (1998) and the Milky Way extinction
law of E. L. Fitzpatrick (1999), adopting Ry = 3.1. The spectra
were then de-redshifted using the redshifts listed in Table 1.
The underlying continuum was modeled with a power-law fit
over selected line-free regions of the spectrum, specifically
[4200, 42601, [4435, 4640], [5100, 5535], [6005, 6035], and
[6110, 6250] A. Additionally, Fe I emission was modeled
using templates from T. A. Boroson & R. F. Green (1992). The
signal-to-noise ratio (S /N) in continuum regions around
5100 A was typically in the range 20-30 for both sources.
Following continuum subtraction, detailed multi-Gaussian
modeling was performed in the HS and Ha regions, as
illustrated in Figure 3. The narrow components of HG, [O 111]
A5007, [O 1I] A4959, Hay, [N 11] A6549, and [N 1] A\6585 were
each modeled using a single Gaussian, with their velocities and
velocity offsets tied together to ensure consistency. The broad
components of HF and Ha were modeled using two Gaussians
to account for the peak and extended wings. The best-fitting
models were determined through X minimization. From the
resulting models, we extracted emission-line fluxes and line
widths. The continuum luminosities at 5100 A were measured
within a 40 A window centered on the line 5100 A (£20 A on
either side). For TANSPEC spectra, the continuum was
modeled using a power-law fit over selected line-free regions:
[6502, 6645], [10736, 11005], [12700, 13000], [14765,
15755], and [19017, 19524] A. After subtracting the fitted
continuum, spectral decomposition was performed in the Ha
region, using a single-Gaussian profile fit within the
wavelength range 6400— 6670 A. The integrated flux of the
Ha line was then calculated by integrating the best-fitting
Gaussian model.

3.2. Light Curve and Variability

For data obtained from ADFOSC and HFOSC, the
emission-line fluxes for HZ and Ha were measured by
integrating the area under the broad components modeled
using best-fitting Gaussians from PyQSOFit, centered at
4861 A and 6564 A. The rest- frame wavelength ranges used
for integration were [4780, 4940] A for Hg and [6450, 6680] A
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for Hay, with these regions consistently applied to both sources.
However, the line widths and flux strengths differed
significantly between Mrk 1048 and Mrk 618, reflecting
source-specific kinematics and variability. In addition to the
Hoa fluxes derived from TANSPEC (using single-Gaussian
fitting), we employed PyCALT once again to intercalibrate the
Ha light curves obtained with ADFOSC and HFOSC against
those from TANSPEC. This step was essential to correct for
noticeable flux offsets present in the TANSPEC spectra.
However, since the TANSPEC dataset contains only a limited
number of observations (5 or 6 data points), the use of
PyCALT introduces relatively larger uncertainties, which in
turn affect the final flux calibration. To mitigate this issue, we
smoothed the Ha light curve by applying a five-point running
average. The final intercalibrated Ha and H{ emission-line
light curves were then used for lag measurements for the
photometric g-band continuum light curve. Understanding
short-term intrinsic variability is crucial for determining
accurate lags. The final light curves are shown in Figure 4.
The upper panel displays the g-band photometric continuum,
with marked data points from different telescopes. The middle
panel presents the H3 emission-line light curve from ADFOSC
and HFOSC observations, while the bottom panel shows the
intercalibrated Ha emission-line light curve, including data
points from TANSPEC. For Mrk 618, we have added the HG
flux points from Season 4 of T. E. Zastrocky et al. (2024) to
our obtained HZ light curve for better cadence and correlation
analysis.

Typical light-curve parameters—the fractional variability
amplitude (Fy,), the maximum-to-minimum flux ratio (Ryax),
and the median flux—are summarized in Table 2. The
fractional variability amplitude was calculated using the
equation (P. M. Rodriguez-Pascual et al. 1997)

o* — <J§rr>

()

where o7 is the variance of the light curve, (¢2,) is the mean
square measurement uncertainty, and (f) is the mean flux.

Mrk 1048. The properties of the light curves for Mrk 1048
are listed in the first three rows of Table 2. F,, for the
photometric g-band continuum is approximately 7.30%.
The variability amplitudes for the HG and Ha emission lines
are higher, at 10.3% and 6.75%, respectively. As expected,
the median flux of the Ha line exceeds that of Hf, reflecting
the differences in intrinsic line strength between them
(D. E. Osterbrock & G. J. Ferland 2006; H. Netzer 2013).
The typical Ha/HS flux ratio is around 3, and our results are
broadly consistent with this value. Median flux values are
reported in magnitudes for the g-band and in units of
107" ergs 'em 2 A~! for the emission lines. The max-
imum-to-minimum flux ratios (Ry.y) are 1.42, 1.50, and 1.27
for the g band, HB, and Ha, respectively.

Mrk 618. The light-curve parameters for Mrk 618 are
presented in the last three rows of Table 2. The g-band
continuum exhibits a relatively lower F,,. of approximately
4.20%. The emission lines show moderately higher variability,
with F,,. values of 7.68% for HG and 13.91% for Ha.. The
greater scatter may partly influence the higher variability
amplitude observed for Ha in the TANSPEC data points and
host-galaxy dilution. Corresponding Rp,x and median flux
values are also listed. As is evident from Figure 4, the
emission-line light curves for Mrk 618 also show more

Fa = (2)
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pronounced variability than the photometric continuum.
Additionally, the line strength of Ha is ~3 times more
prominent than that of Hf, similar to the median flux of
Mrk 1048.

4. Time Lag Measurement
4.1. ICCF and JAVELIN

To measure the time between the continuum variations and
the HB and Ha emission-line responses, we employed two
widely adopted techniques: the ICCF'’ (C. M. Gaskell &
L. S. Sparke 1986; B. M. Peterson et al. 1998) and the model-
based code JAVELIN'® (Y. Zu et al. 2011, 2013). Both
methods have been extensively validated in the context of RM
studies (see B. M. Peterson et al. 1998, 2004; M. C. Bentz
et al. 2014; A. J. Barth et al. 2015; J.-H. Woo et al. 2024) and
typically produce broadly consistent results (R. Edelson et al.
2019). The ICCF approach involves computing the cross-
correlation function between the continuum and emission-line
light curves to identify the degree of correlation and the
corresponding time lag. We explored a lag search range from
—20 to +100 days, guided by previously reported lags for both
sources (typically within ~30 days; V. U et al. 2022;
T. E. Zastrocky et al. 2024) and our total monitoring baseline.
Following the approach discussed by J.-H. Woo et al. (2024),
where it is emphasized that too wide a lag window may
introduce spurious secondary peaks or dilute the correlation
strength due to noise and sparse sampling, we tested narrower
windows around the expected lag range. We found that the
posterior lag distributions consistently peaked at the same
locations, though with slightly lower correlation coefficients
(fmax) When using wider windows. When we refined the lag
search window to —10 to 450 days for Mrk 1048 and Mrk
618, the primary ICCF peak remained prominent and fryax
increased, suggesting improved sensitivity and reduced con-
tamination from false correlations. Moreover, we do not have
to deal with seasonal gaps as our monitoring period is roughly
5 months. To account for irregular time sampling, the ICCF
method interpolates one light curve while holding the other
fixed. Then, it averages the results of both configurations to
construct the final cross-correlation function.

We used the flux randomization/random subset sampling
Monte Carlo technique (B. M. Peterson et al. 1998, 2004) to
quantify the uncertainty in lag measurements. This involves
generating multiple realizations of the light curves by
resampling and perturbing the data and computing the centroid
lag (Tceny) from the portion of the CCF above 80% of the peak
Fmax, also highlighted in Figure 4. The median of the resulting
Teent distribution is adopted as the best-measure lag. The
derived lag values for both methods are summarized in
Table 3.

JAVELIN, developed by Y. Zu et al. (2011, 2013), models
AGN continuum variability using a damped random walk
(DRW; B. C. Kelly et al. 2009, 2014) process and derives
emission-line light curves by convolving the modeled
continuum with a transfer function, typically a top-hat
function. Uncertainties on the lag and other parameters are
measured using an MCMC approach, which provides
statistical confidence intervals for the best-fit values. JAVELIN

'7 hitps: //bitbucket.org/cgrier/python_ccf_code/src/master/
'® https://github.com/nye17/JAVELIN
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Figure 4. Light curve plots for Mrk 1048 and Mrk 618. The upper panel shows a photometric g-band continuum with labeled data points from each telescope. The
middle left and lower left panels display HB and Ha emission-line fluxes in arbitrary units, with g-band continuum overlaid. These are mean-subtracted light curves
and are matched by normalizing the g-band continuum light curve and shifting the emission-line light curves to the final adopted lag values mentioned in Table 3.
The JAVELIN modeling for each light curve is shown in steel blue. For the Ha light curve, we have smoothed it with five consecutive points using the running
average method. The upper and lower right panels show the lag histograms from ICCF (teal) and JAVELIN (violet). These plots display the CCF value 7y, on the
left (pink) and the probability density (V) of the histograms on the right. The darker pink region of the 7, curve depicts 80% of the centroid peak that is used to
calculate the final ICCF lag. The dashed lines indicate the lags with 16th and 84th percentiles of the lag probability density.

simultaneously models both continuum and emission-line light
curves. The DRW model has been shown to reproduce AGN
variability on both short and long timescales across multiple
bands, with some exceptions (e.g., I. M. McHardy et al. 2006;
R. F. Mushotzky et al. 2011). Compared to ICCF, JAVELIN
often produces tighter constraints on lag measures (e.g.,
R. Edelson et al. 2019; Z. Yu et al. 2020). Table 3 presents the
lag results.

Mrk 1048. The ICCF analysis yields a lag of 11.077] days
with a well-defined peak and a maximum cross- correlatlon

coefficient (nax) of 0.88, whereas JAVELIN yields 11.1753 days
between the g band and H/3, being consistent within the errors.
For the g band versus Ha, ICCF and JAVELIN give lag values
of 19.5723 and 23.2+94 days, respectively, with rpa, > 0.75 for
the ICCF. The HQ lags were comparatively shorter than the
Ha lag values from each method, hinting at the BLR
stratification (M. C. Bentz et al. 2010). The lag distributions
are visualized in Figure 4 (right panels). For the g band versus
Hp, the ICCF and JAVELIN lag distributions are confined
within 0-25 days with a very sharp peak near measured lag



THE ASTROPHYSICAL JOURNAL, 995:31 (17pp), 2025 December 10 Pandey et al.

Table 2
Variability Statistics
Source Parameter g band Hp Ha
Mrk 1048 Fya(%) 730 + 0.47 1030 + 0.17 6.75 + 0.14
Rinax 1.42 + 0.03 1.50 + 0.04 1.27 + 0.03
Median 14.19 + 0.01 4.15 £ 0.12 13.6 + 2.50
Mrk 618 Fyur(%) 420 + 0.24 7.68 + 0.83 1391 + 2.00
Rinax 1.25 + 0.03 1.42 + 0.06 1.65 £ 0.01
Median 1437 £ 0.05 250 + 0.34 412 £ 0.14

Notes. Variability statistics (Fy,.), the maximum-to-minimum flux ratio (Rp,x), and median values with their respective errors for the g band, HG, and Ha in Mrk
1048 and Mrk 618. The median flux is in magnitudes for the g band, and in units of 10™"> erg s ™' ecm™2 A" for H3 and Hox emission lines.

Table 3
Measured Time Delays (Lags) for Mrk 1048 and Mrk 618 Using ICCF, JAVELIN, and PyI>’CCF Methods
2
Source Light Curve L JAVELIN PyI'CCF
Lag (days) Fnax Lag (days) Lag (days) p-value

@ (@) (€) “ (O] Q) O]
Mrk 1048 g band versus H3 11.07%] 0.9 111783 114731 0.09

g band versus Ho 19.5%33 0.7 232104 20.1+87 0.16
Mrk 618 g band versus H3 10.6733 0.7 123449 12.073 0.06

g band versus Ha 149118, 0.8 150459 14.0+4% 0.04

Notes. Lags are in the observer frame for g band versus HG and Ha emission-line light curves. Columns: (1) source; (2) light curve chosen to calculate the lag;
(3) ICCF centroid lag; (4) cross-correlation coefficient .y ; (5) JAVELIN lag; (6) PyI*CCF lag; (7) PyI*CCF null-hypothesis value (p). The lag search range for both
sources, Mrk 1048 and Mrk 618, is between —10 and 50 days.

values. In contrast, for the g band versus Ha, the JAVELIN i Median:0.99+0.7

iy
~
w

posterior distribution is narrower than the ICCF lag

distribution with three sharp peaks, which is widely spread 150
until 25 days. The lag results for H3 are broadly consistent > 125
with those reported by V. U et al. (2022) as part of the LAMP =

2016 campaign, where a rest-frame lag of 7een; = 9.0754 days E 100
was measured with 7.« appears more likely as a flat top. Our g 75

monitoring over a longer duration yields a more sharply
defined lag with a higher r,,x = 0.88, improving upon the
earlier constraints.

Mrk 618. The lag measurements from ICCF and JAVELIN 0e 08 1o " T Te
are 10.6737 and 12.3739 days, respectively, with a maximum Normalized simulated output lag by input time lag
correlation coefficient (1, ) of approximately 0.72, as reported
in Table 3. The measured lag for the g band versus Ha light

w
o

N
w

Figure 5. We simulated light curves for the g-band continuum and the H(3 and
Ha emission lines with 1000 independent realizations each. The figure shows

curves is ngSiStent and similar to that .for Hﬁ within error, the probability distribution of the ratio between the recovered lag and the input
with 14.9:().9 days (fmax =0.81) obtained via ICCF and ICCF lag (11 days) for the case of the g band versus H3 for Mrk 1048 with the
1 501-‘6‘(7) days via JAVELIN. The lag distributions for these ICCF method. The quoted median of the distribution is close to unity,

indicating that the observed sampling and noise levels are sufficient to recover

pairs, shown in the upper and lower right panels of the second the intrinsic lag reliably.

row in Figure 4, reveal stronger confined peaks for H3 and
Ha. Uncertainties for both methods were derived from the
entire probability of the lag distributions. The lag results are
very similar to those reported by T. E. Zastrocky et al. (2024,
hereafter referred to as the Monitoring AGNs with HS
Asymmetry (MAHA) survey). They provided a range of lag
values obtained over four seasons, and our results for H3 are in
agreement with their lag value measured in the fourth season.

timescale of the observed g-band continuum. Importantly, the
simulated light curves were constructed with the same
temporal sampling and data gaps as the real observations,
thereby preserving realistic observational conditions. The
emission-line light curves for HB and Ha were then
synthesized by shifting, smoothing, and scaling the mock
continuum light curves using the observed lag values derived
from our ICCF analysis (see Table 3). We applied both ICCF

4.2. Simulations and JAVELIN time-series analysis methods to each realization

To assess the robustness of our measured lags and determine in order to recover the input lag. This process was repeated for
whether the observed time sampling is adequate for reliable 1000 independent simulations for each emission line and each
lag detection, we performed extensive light-curve simulations. source.

For each source (Mrk 1048 and Mrk 618), we generated mock Figure 5 shows the distribution of recovered-to-input lag
continuum light curves based on the DRW model, with ratios from the ICCF simulations. The distributions are
parameters tuned to match the variability amplitude and strongly centered around unity, confirming that the input lags
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can be accurately recovered under the actual cadence and noise
conditions. These results validate the significance and
reliability of our measured lags for both H3 and Ho in Mrk
1048 and Mrk 618.

We have also employed the publicly available PyI*CCF
code,' developed by H. Guo et al. (2022) and based on the
method described by V. U et al. (2022). This approach
evaluates the statistical significance of the lag measurements
and provides an independent check on the reliability of the
ICCF method. The method is grounded on the null hypothesis
that, when two uncorrelated random light curves are cross-
correlated, the maximum correlation coefficient (#,,,) should
be greater than or equal to the observed value ry,y obs Obtained
from the actual light curves. To test this, the code generates a
large ensemble of mock light curves from a DRW model with
the same noise properties and cadence as the observed data
(see also S. Pandey et al. 2022; V. U et al. 2022;
D. H. Gonzélez-Buitrago et al. 2023; J.-H. Woo et al. 2024).
In this work, we generated 5000 mock realizations of the
continnum, HF, and Ha light curves. The resulting lag
measurements and their significance are summarized in
Table 3. Alongside the ICCF and JAVELIN results, the
PyI’CCF lag values and the corresponding p-values for the
null hypothesis are reported. Following the reliability criteria
p < 0.2 (H. Guo et al. 2022; V. U et al. 2022; J.-H. Woo et al.
2024) and rypax > 0.5, we confirm that all lag measurements
listed in Table 3 are robust. Notably, r,,x values remain in the
range 0.7-0.9, further supporting the reliability of the ICCF
results.

5. Effect of Detrending

In our analysis, a linear trend is apparent in the light curves
of Mrk 1048, while it is less pronounced in Mrk 618. To
account for this, we applied a linear detrending procedure by
fitting a straight line to both the continuum and emission-line
light curves and subtracting the best-fit model from the
original data. This approach isolates short-term intrinsic
variability while minimizing the impact of long-term drifts
(see, e.g., Z.-X. Zhang et al. 2019; J.-H. Woo et al. 2024),
without introducing artificial fluctuations that could arise from
higher-order polynomial fits. The detrended light curves and
corresponding lag measurements are shown in Figure Al in
the Appendix. Time lags were re-estimated using both ICCF
and JAVELIN, and the results are summarized in Table A1l. The
posterior lag distributions displayed in Figure Al exhibit
broader spreads or multiple peaks in some cases, reflecting
weaker correlations. Consistently, the maximum cross-
correlation coefficients (r,,x) decrease across all cases—
dropping to <0.6 for Mrk 1048 and below 0.3 for Mrk 618.
To further evaluate the statistical significance of these lags, we
employed PyI>’CCF, with the corresponding p-values for the
null hypothesis listed in Table Al. For Mrk 1048, the p-values
exceed 0.25, while for Mrk 618 they are even higher (up to
0.72 for the correlation of g-band versus Ha), indicating that
detrending substantially reduces the significance of the
apparent lag. The detrended results are discussed in the
Appendix; however, due to their lower significance, these lags
were not adopted as our final measurements.

19 https://github.com/legolason /PylICCF/
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6. Black Hole Mass Measurement
6.1. Mean and rms Spectrum

We constructed the mean spectrum and the rms spectrum
using the following definitions:

B 1 N—1
FO) =~ 3 RO 3)
Ni:0
and
SO = \/ L B — POV 4)

where Fi(\) represents the ith spectrum in a set of N = 25
spectra collected during the monitoring campaign for each
source.

The mean spectrum (F ()\)) represents the average flux at each
wavelength across all epochs and typically exhibits a high S/N.
In contrast, the rms spectrum (S(\)) characterizes the variability
at each wavelength, highlighting regions with significant
temporal changes in flux. For the final rms spectrum, we
subtracted the contribution from measurement noise by
estimating the observed variance at each wavelength and
removing the average noise variance. This was carried out with
inverse-variance weighting across epochs to account for differing
uncertainties. To quantify the reliability of the rms spectrum,
bootstrap resampling was used to estimate the 1o uncertainties,
providing robust confidence intervals on the intrinsic variability.
Figure 6 shows the mean and rms spectra for Mrk 1048 and Mrk
618 in the left and right panels, respectively. In each panel, solid
and dotted lines denote the spectra before and after subtraction of
the power-law continuum. Prominent emission-line regions are
visible in both panels. The mean spectrum, benefiting from
higher S/N, reveals strong features including both narrow and
broad emission lines. The rms spectrum, while having lower
S/N, also displays narrow emission lines that ideally should be
absent. This is likely due to the use of data from different
instruments and telescopes, where factors such as spectral
alignment, instrumental resolution, and seeing conditions during
observations can significantly impact the construction of the rms
spectrum. Consequently, as shown in Figure 6, both sources
exhibit [O II] emission lines, which are more prominent in Mrk
618 than in Mrk 1048. The rms spectrum of Mrk 1048 closely
resembles that presented by V. U et al. (2022). Although noisier,
the rms spectrum effectively isolates variable components by
suppressing contributions from nonvarying features such as
narrow emission lines and host-galaxy starlight. This makes it a
valuable diagnostic for identifying intrinsically variable broad-
line components. However, due to its lower signal-to-noise ratio
and sensitivity to noise fluctuations, measuring emission line
widths from the rms spectrum remains challenging.

6.2. Line Width and Black Hole Mass Measurement

To measure the black hole masses, we measured the FWHM
and the line dispersion (oy;,e) of the H3 and Ha emission lines
from both the mean and rms spectra after continuum
subtraction. The FWHM was calculated by identifying the
wavelengths corresponding to 50% of the maximum flux on
the blue and red sides of the emission line profile, denoted as
A and )\, respectively. The FWHM is then obtained as the
difference A, — \; (B. M. Peterson et al. 2004). To compute the
line dispersion, we first determined the flux-weighted centroid
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Figure 6. The mean and rms spectra for Mrk 1048 (left) and Mrk 618 (right). The solid lines indicate the original spectrum, while the dotted lines are the continuum-

subtracted spectrum.

of the line using the expression

My dA
0= fik 5)
JHdA
then calculated the second moment of the profile as
,  [¥hax
e = 7 —— — Ao (6)
Jfiax

Assuming that the motion of the BLR gas is dominated by the
gravitational potential of the central black hole, we measured
the black hole mass using the virial relation from Equation (1).
We adopted a scaling factor f = 4.47 for line dispersion-based
measurements, and f = 1.12 for those based on FWHM
(J. H. Woo et al. 2015). To estimate the uncertainties in the
emission-line widths and, consequently, the black hole mass,
we employed a Monte Carlo bootstrap method following the
approach of B. M. Peterson et al. (2004). For each realization,
N spectra were randomly selected with replacement from the
original set of N nightly spectra, from which the mean and rms
spectra were reconstructed. Similarly, for the continuum
regions adjacent to each emission line, we incorporated their
flux uncertainties into the analysis. At every Monte Carlo
realization, the continuum level was randomly varied within its
measured error range and then subtracted from the emission-
line region. This step is important because the exact placement
of the continuum directly affects the shape and strength of the
residual emission line. By explicitly including this uncertainty,
we ensure that errors arising from imperfect determination of
the continuum are consistently carried into the final estimates
of the emission-line width. Consequently, the derived values of
FWHM and oy;,,. reflect not only the random noise present in
the spectra but also the systematic uncertainty associated with
continuum subtraction, providing a more realistic and reliable
error budget. For HG and Ha, the continuum sidebands were
randomly varied within £10 A (A. J. Barth et al. 2015) of the
nominal windows ([4780, 4940] A for Hf3 and [6450, 6680] A
for Ha). A total of 5000 realizations were generated, each
yielding a perturbed line profile from which both FWHM and

Table 4
H{ and Ho Line Widths and Black Hole Mass Measurements with Lower and
Upper Limits

Source Line FWHM Mgy Oline Mgy
(km s (x10"Mg)  (kms ') (x107 My)

Y] (2) (3) @ 5) (6)

Mean spectrum measurements

Mrk 1048  HBS 46771318 481713 219374 42313
Ha 364315 542413 18177% 5.4013

Mrk 618 HB 22614138 115454 149978 1.7515¢
Ha 211373 136504 132743} 2.154%§

rms spectrum measurements

Mrk 1048  HS  497503% 57117 267877 63029
Ha 33333 454413 1716*8 481113

Mrk 618 HE  2172%3? 1.06%0% 832744 0.62+53
Ha 233513 1.67793 987+8] 1.1975¢

Note. Columns are (1) object name, (2) the line used for calculations, (3) the
FWHM of the emission line in km s~!, (4) the black hole mass measured
using the FWHM, (5) oyjpe (km s7h), the line dispersion (second moment) of
the emission line profile, and (6) black hole mass measured using oy;,.. Black
hole masses are in units of 10’ M.

O1ine Were measured. The median of the resulting distributions
was adopted as the final value of the line width, and the 16th
and 84th percentiles defined the 1o confidence interval. The
instrumental resolution was also subtracted from the obtained
FWHM and oy,.. The uncertainty in black hole mass
measurement is measured by propagating the errors of lag
T7+o0, and line width AVZ+oay. These values were
consistently used to measure the black hole masses from the
mean and rms spectra. We used the lag values derived from the
ICCF method to measure the black hole masses for both
sources. Table 4 presents the results of black hole mass
measurements based on both the Ha and Hf3 emission lines,
using line widths obtained from the mean and rms spectra. The
line widths are resolution-corrected with respect to ADFOSC
and HFOSC instrumental resolution.

In the case of Mrk 1048, black hole mass measures for the
HB emission line are between 4.817}17 x 10'M. and

10
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5.717]:] x 10’M,, considering FWHM based on the mean and
rms spectra, respectively. Additionally, using oy, defined
from Equation (6) as an estimator of line width, the black hole
mass is from 4.237]3 x 10'M,, to 6.3039 x 10’M.,. For Ha
emission line, the black hole mass with FWHM is in the range
from 4.54713 x 1M, to 5.42713 x 10'M, and from
481713 % 10'M,, to 5.407]3 x 10'M., with oype. Notably,
the FWHM and oy, of the HG line are broader than those of
Ha, consistent with previous findings that H3 tends to trace
higher-velocity gas in the BLR (e.g., J. E. Greene &
L. C. Ho 2005; S. Wang et al. 2019). This trend becomes
more evident in the rms spectrum. The broader line widths
seen in the rms spectra than in the mean spectra may result
from the reduced signal-to-noise ratio at the line wings in the
mean spectrum, which can lead to underestimation of the true
line width.

For Mrk 618, the emission line widths are generally narrower
than those of Mrk 1048. From the mean spectrum, for the HG
emission line, the black hole mass ranges from 1.1570% x
10'M., and 1.7570¢ x 10'M. using FWHM and oy,
respectively. For the Ha emission line, the black hole mass
for Mrk 618 is measured to be 1.3679% x 10’M. and
215708 x 10’M,.,, respectively. Similarly, for the rms spec-
trum, the masses are 1.06°04 x 10’M,, and 0.62703 x 10'M,
for HB, whereas they are 1.67JI8_‘ x 10'M., and 1.1975¢ x
10’M., for Ha, respectively using FWHM and oy;pe.

It is important to note that single-epoch black hole mass
estimates are sensitive to the choice of line width used in the
virial equation. While FWHM is commonly adopted in single-
epoch mass measurements, RM studies involving multiple
emission lines have shown that oy;,. offers a more reliable
estimator of the virial velocity (B. M. Peterson et al. 2004).
Since the rms spectrum effectively isolates variable compo-
nents by removing nonvarying features such as narrow
emission lines and host-galaxy contributions, it is generally
more robust for black hole mass estimation. Therefore, we
adopt the oy, measurements from the rms spectra as our
preferred measures of black hole mass. Hence, the black hole
mass of Mrk 1048 is 6.3073Y x 10’M., as measured using H3
and 4.81713 x 10’M,, using Hor emission lines, whereas for
Mrk 618 the mass is calculated as 6.2739 x 10°M. and

1.1979¢ x 10’M,., using H3 and Ho emission, respectively.

7. Discussion
7.1. Size—Luminosity Relation

Mrk 1048 was previously monitored as part of the LAMP
2016 campaign (V. U et al. 2022) measuring an H/ rest-frame
time lag of Ten = 9.077% days and 7 = 0.6. In
comparison, our monitoring spanning 2022 October to 2023
March yielded a rest-frame HG lag of 10.573S days and a
higher #p,x = 0.9. In a more recent effort, C. Sobrino
Figaredo et al. (2025) included Mrk 1048 (NGC 985) in a
large-scale photometric RM campaign using a narrow band
targeting the Ha emission line in nearby Seyfert galaxies
(0.015 <2< 0.05). For Mrk 1048, they obtained a single-
epoch spectrum and modeled the broad Ha emission line.
Using their refined photometric RM formalism, they derived a
rest-frame Ha time lag of 21.3+0.7 days, which is
comparable with our measured rest-frame lag of 18.7f§:i days.
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Mrk 618 was previously observed in a 2012 RM campaign
by G. De Rosa et al. (2018), where no significant H{ lag was
detected due to a shorter monitoring period. In contrast, the
recent multiyear campaign by T. E. Zastrocky et al. (2024)
reported lag detections across four seasons (2019-2023), with
Hp lags ranging from 9. 2719 t0 30.971%° days. The strongest
signal occurred in Season 2, whereas the lag of Season 3 was
deemed less reliable due to a dual-peaked cross-correlation
function. Our current RM campaign independently confirms a
strong reverberation signature in Mrk 618. We detect a rest-
frame time lag of 10.273:4 days (ICCF) for the g band versus
Hpj and 14.4715 days for the g band versus Ha (Table 3),
which are consistent with the best lag value of 15.2734
reported by the MAHA campaign in their Season 4
observations. These results reaffirm the presence of a
responsive BLR in Mrk 618.

We placed Mrk 1048 and Mrk 618 on the H3-based BLR
size-luminosity (Rg; r—Ls100) plot using the empirical relation

AL\ (5100 A) )

RpLr
log| ——— | =K + «alo
g( lt-day) g(1044 -1

where the slope a = 0.41 and intercept K = 1.45 with intrinsic
scatter 0.32 dex, as calibrated by Y. Shen et al. (2024, hereafter
S52024) and with slope o =0.402 and intercept K = 1.405 by
J.-H. Woo et al. (2024, hereafter W2024) with intrinsic scatter
0.23 dex. For Mrk 1048, with Ls;0o = 8.30 x 10** ergs™', the
predicted HG BLR sizes are Rgr = 26.21t-day (S2024) and
23.6 1t-day (W2024), whereas our RM measurement yields a
smaller lag of 10.5 It-day. In contrast, for Mrk 618, with
Lsi00 =2.71 x 10% erg s, the predicted sizes are 16.5 1t-day
(S2024) and 15.1 It-day (W2024), while our measured lag is
comparable at 10.2 It-day. These discrepancies are within the
1o limit from the global Rgyr—Lsjgo relation for Mrk 1048.
This is visualized in Figure 7.

Correcting for host-galaxy contamination is essential for
accurately determining AGN luminosities, as it significantly
impacts the size-luminosity relation and can introduce
substantial uncertainties if unaccounted for. We applied the
empirical host-fraction relation from P. Jalan et al. (2023),
which is based on the measurement of host contamination
from SDSS spectra, and estimated host contributions of
~43.7% for Mrk 1048% and ~57.4% for Mrk 618. This
yields host-subtracted AGN continuum luminosities of
Ls100.aGN == 4.67 X 10% erg s 1 and ~1.15 x 10% erg s,
respectively. Recalculating the expected BLR sizes with these
corrected values, we obtain Rgir =20.6 and 18.8It-day
(S2024 and W2024, respectively) for Mrk 1048, and 11.6
and 10.7 It-day for Mrk 618.

To cross-check our spectrophotometric Ha lag measure-
ments, we estimated the BLR sizes using the directly measured
5100 A continuum luminosities and the Ha-based Reir—Ls100
relations from H. Cho et al. (2023, hereafter C2023) and
C. Sobrino Figaredo et al. (2025, hereafter S2025). For this, we
used Equation (7) for the Ha emission line with K = 1.51,
a=0.57, and scatter = 0.32 dex based on S2025, and
K = 1.59, o = 0.58, with scatter = 0.31 dex based on C2023.
Using the total luminosities, the predicted BLR sizes for Mrk
1048 are 34.8 and 29.1 lt-day (C2023 and S2025, respec-
tively), compared to our measured lag of 18.7 1t-day. For Mrk
618, the predictions are 18.2 and 15.4It-day, while our
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Figure 7. The relationship between the HG BLR size and the optical
continuum luminosity at 5100 A A range of reverberation-mapped AGN
samples from the literature are overplotted for comparison. These include
SEAMBHs (P. Du et al. 2016, 2018; C. Hu et al. 2021; S.-S. Li et al. 2021,
gray open circles), SDSSRM-2024 sources (Y. Shen et al. 2024, gray open
squares), OzDES AGNs (U. Malik et al. 2023, gray open diamonds), LAMP
sources (V. U et al. 2022, gray open circles), and SAMP sources (J.-H. Woo
et al. 2024, gray open hexagons). Additional RM sources from various studies
(M. C. Bentz et al. 2013; S. Park et al. 2017; S. Rakshit et al. 2019;
E. D. Bonta et al. 2020; S. Rakshit 2020; S. Pandey et al. 2022, gray open
inverted triangles) are also included. The maroon and black dashed lines
represent the best-fit R—L relation as reported by J.-H. Woo et al. (2024) and
Y. Shen et al. (2024), respectively. Our target sources, Mrk 1048 and Mrk 618,
are marked with a filled blue triangle and a filled red circle, respectively. Mrk
1048 moves toward the upper left, while Mrk 618 moves toward the lower left,
to the best-fit relation. These are still lying closer to the best-fit relation.

measured lag is comparable at 14.4 lt-day. Applying host-
galaxy correction, the AGN-only 5100 A luminosities yield
revised Rgy g values of 25.1 and 21.0 It-day (C2023 and S2025,
respectively) for Mrk 1048, and 11.2 and 9.5 It-day for Mrk
618. The Mrk 1048 value is within a factor of ~1.2, and Mrk
618 shows a factor of ~1.4 times longer measured lag than
predicted from the Ha-based Rpjr—Lsjgo relation. This is
shown in Figure 8, consistent with the deviation observed in
the H{-based scaling.

The standard Rp;r—Lsio0 relation tends to overpredict the
BLR sizes of high-accretion AGNs with strong Fe II emission.
P. Du & J.-M. Wang (2019) proposed a refined relation
incorporating the relative Fe IT strength, Rge;t = EWgenr/EWyp,
showing that higher Rg,y; values correspond to shorter Hj3 lags
at fixed luminosity. For Mrk 618, we measure Rge~ 1.50,
suggesting a predicted BLR size below 7 1t-day. However, our
measured HJ lag is slightly longer at ~10.2 It-day, indicating
that Mrk 618 deviates minimally from this trend.

7.2. Stratification of BLR

We computed the ratio of Ha to Hf lags to assess the
ionization stratification of the BLR in our sources. For Mrk
1048, this ratio is
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Figure 8. The relationship between the Ha BLR size and the monochromatic
continuum luminosity at 5100 A Reverberation-mapped sources with Ha lag
measurements from previous studies are overplotted for comparison, including
those from S. Kaspi et al. (2000), M. C. Bentz et al. (2010), C. J. Grier et al.
(2017), H. Cho et al. (2020), J.-H. Woo et al. (2024), C. Sobrino Figaredo et al.
(2025), and Y. Shen et al. (2024), along with additional sources from
S. G. Sergeev et al. (2016), H.-C. Feng et al. (2021), and S.-S. Li et al. (2022).
The maroon and black dashed lines represent the best-fit R—L relation as
derived by H. Cho et al. (2023) and C. Sobrino Figaredo et al. (2025),
respectively. Our target AGNs, Mrk 1048 and Mrk 618, are plotted as a filled
blue triangle and a filled red circle, respectively. The previous measure of Ha
for Mrk 1048 (C. Sobrino Figaredo et al. 2025) is also marked with an open
triangle. Mrk 618 lies closer to the Ha best-fit relation, while Mrk 1048 is
slightly more offset than found by C. Sobrino Figaredo et al. (2025).
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These ratios indicate that in Mrk 1048, the Ha-emitting region
lies farther out in the BLR than the Hf-emitting region,
consistent with expectations from photoionization stratifica-
tion. In contrast, the ratio for Mrk 618 suggests a more
cospatial origin of the two lines, potentially linked to a flatter
radial ionization profile or more compact BLR geometry.
Our result for Mrk 1048 notably contrasts with the value of
Tha/ s = 2.971 reported by $2025, who adopted the HS lag
of s = 7.4%97 days from V. U et al. (2022) and derived a
rest-frame Ha lag of 21.3 4= 0.7 days. Their reported ratio was
among the highest in their sample and interpreted as strong
evidence for radial stratification in the BLR. In contrast, our
updated measurements yield a more moderate ratio of
Tha/Tas &~ 1.7798, which lies closer to the average and
median values reported in the literature. Specifically, S2025
reported a mean Ho/HQ lag ratio of 1.6 + 0.8 and a median of
1.3 £ 0.8 across their full sample, consistent with earlier
studies by S. Kaspi et al. (2000), M. C. Bentz et al. (2010), and
Y. Shen et al. (2024), which reported average ratios around
1.4. Our revised result thus falls well within this statistically
expected range, suggesting that high-ratio estimates of S2025
may have been inflated due to sparse cadence, low signal-to-
noise ratio, or systematics in nonuniform spectral sampling.
This reinforces the value of dedicated, well-calibrated, and
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high-cadence monitoring campaigns in accurately tracing BLR
stratification.

Furthermore, our measured ratio for Mrk 1048 is more
consistent with the typical range of 1.2-1.8 found by C2023
for high-luminosity AGNs using a recalibrated Ho—H3 BLR
structure analysis. This comparison underscores the impor-
tance of uniform and simultaneous spectral monitoring for
reliably interpreting BLR stratification and dynamics.

7.3. Black Hole Masses

Mrk 1048. Line width comparisons show that while V. U et al.
(2022) found FWHM, o, = 4830 + 80 km s ' and Oimegn = 1840
+ 58 kms ™', our results are FWHM pean = 46777308 kms™!
and Opean = 2193f3§ kms~!. However, our broader rms
spectrum  values (FWHM,,s = 4975738 kms™!, o=
26781 kms™"), when comIi)ared to those from the LAMP
campaign (4042 + 406 kms ™' and 1726 4+ 76 kms "), indicate
that our data captured a larger portion of the line variability,
possibly tracing higher-velocity components of the BLR.
Consequently, the black hole mass measured by V. U et al.
(2022) using the rms oy, was 2.2 x 10 M@, which is
significantly lower than our result of 6.30 x 10’ M, a factor of
~3 difference. Additionally, our directly measured continuum
luminosity at 5100 A is (8.30 + 0.35) x 10% erg s~ ', consistent
with the (9.5 4 1.8) x 10** erg s~ reported by V. U et al. (2022).
The difference in the black hole mass estimate could be due to a
lack of host-galaxy correction, differences in variability in the
two monitoring campaigns, and broader line width measurement.
While V. U et al. (2022) identified infalling BLR kinematics
using velocity-resolved RM, we were not able to perform such an
analysis due to the limited number of epochs in our campaign.
C. Sobrino Figaredo et al. (2025) reported a black hole mass of
Mgy = 9.127039 x 107 M, using the FWHM of the Ha line.
Our mass measurement is in closer agreement with theirs. Their
host-subtracted continuum luminosity at 5100 A was derived
using the flux variation gradient method, while the Eddington
ratio of 0.109 (which is closer to our estimate of 0.094) was
computed via Fe II emission line strength. The slight discrepancy
in mass measurement may stem from differences in the method
used for BLR size measurement (their photometric RM
compared to our spectroscopic RM), the treatment of emission
line width, single-epoch assumptions, or line modeling details.

Mrk 618. The integrated line widths derived from our
spectra yield FWHM values of 22617125 kms™' (mean) and
2172*32 kms~ ' (rms) for H3, and corresponding oy, Values
of 14997% kms™' and 8327¢; kms™'. These values are
sl1ghtl}/ smaller than the range of FWHM = 2387-3219
kms™ and oype = 1279-1650 kms ™' reported by MAHA.
Additionally, our Ha measurements display consistent broad-
ening behavior, indicating a stable BLR geometry across
multiple lines and epochs. Furthermore, our decomposition of
the HQ profile reveals a mild asymmetry that leans toward the
blue wing, which aligns with the findings of the MAHA
campaign, which show evolving line asymmetry across
seasons. Specifically, MAHA reported H3 asymmetry values
ranging from —0.256 to —0.144, suggesting a shift from disk-
like dynamics (Season 2) to an outflow-dominated geometry
(Season 4). While we do not perform velocity-resolved lag
measurements in our current dataset, the presence of
asymmetry in the line profiles hints at similar kinematic
complexities. Our directly measured continuum luminosity at
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5100 A is (2.724+0.50) x 10* erg s~!, which reduces to
1.15 x 10" erg s ' after correcting for the host-galaxy
contribution, which is lower than the MAHA Season 4 value of
(3.31 £ 0.28) x 10* erg s~'. The decreasing trend in Ls;oo
across the MAHA seasons from 4.73 x 10* to 3.31 x 10* erg
s~! is aligned with the lower luminosity recorded in our
campaign, further supporting the observed decline in AGN
activity.

7.4. Implication of SARM Observation

To estimate the angular extent of the BLR, we used our
directly measured BLR radii from H{3 and Ha time lags, along
with angular diameter distances derived under a standard

ACDM cosmology (Hy=70km s 'Mpc ' Q,=0.23,
QA =0.7). The angular size was calculated using the relation
RpLr
=—, 10)
€BLR Ds (

where Rp g is the BLR radius in parsecs, and D, is the angular
diameter distance in megaparsecs. The resulting angular size
was then converted to microarcseconds (uas).

For Mrk 1048, our measured Hf3 and Hov lags of 10.577% and
18.737 It-day correspond to BLR radii of 0.0085"0993% pc and
0.0152759943 pc, given that 1 It-day ~ 0.0008 pc, adopting a
redshift of z= 0.043. With an angular diameter distance of
D, =168.0 Mpc, the angular sizes are &g p ~ 10.1758 puas
(HP) and 15.573% p1as (Ha). For Mrk 618 (z = 0.034), our H3
and Hov lags of 10.2+33 and 14.473%5 It-day yield BLR radii of
0.0083139927 pc and 0.0117733938 pec, respectively. With
D,=137.1 Mpc the Correspondmg angular sizes are
Carr A~ 12,6741 yas (HB) and 17.1553, pas (Ho).

These angular sizes are generally smaller than those
predicted by J.-M. Wang et al. (2020), who report, for
instance, &g r = 46.4 pas for Mrk 1048 based on an assumed
BLR size of 48.6 It-day. The discrepancy likely reflects
differences in BLR size measurements across epochs and
methods. Nonetheless, the scales we derive remain within the
reach of the interferometric resolution of GRAVITY.

The Pac emission line (Aeg = 1.875 pm), commonly used
in SA, is redshifted to 1.956 ym for Mrk 1048, which lies
around the window edge within GRAVITY s K-band coverage
(1.95-2.45 pym). However, for Mrk 618, the redshifted Pac
line appears at 1.94 pm, just outside the lower limit of this
band, limiting its accessibility. In such cases, alternative broad
emission lines such as Bry (A5 =2.17 pm), He I (2.06 pm),
H, 1-0 S(1) (2.12 gm), and [SiVI] (1.96 um) are viable
options. For both Mrk 1048 and Mrk 618, these lines redshift
to within the K-band window and offer promising alternatives,
but are challenging for spatially resolving the BLR kinematics
using GRAVITY/GRAVITY +.

To improve SARM measurements, efforts should be made
to achieve better consistency and reduce systematic uncertain-
ties in the data (see J.-M. Wang et al. 2020). A key
improvement would be the use of the same broad emission
line, such as Pacv or Hf3, in both SARM observations, ensuring
that both methods probe the same physical region of the BLR.
Although one of the goals of our campaign was to observe the
infrared lines, the number of such epochs is too few to perform
a detailed investigation for the lag measurement. Additionally,
conducting these observations (RM and SA) jointly or within
the dynamical timescale of the BLR can minimize biases
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arising from temporal variations in the BLR structure.
Incorporating information from velocity-resolved RM and
polarimetry can help constrain key physical parameters such as
inclination, opening angle, and the degree of ordered motion in
the BLR. Expanding the sample size to include well-monitored
AGNs and improving the precision of interferometric phase
measurements will further reduce both statistical and
systematic errors.

8. Conclusion

We observed the sources Mrk 1048 and Mrk 618 among the
seven sources selected from J.-M. Wang et al. (2020) with the
aim of performing SARM studies. Our spectrophotometric
weekly cadence monitoring of Mrk 1048 and Mrk 618 was
conducted between 2022 October and 2023 March using
optical and near-IR instruments such as ADFOSC and
TANSPEC mounted at the 3.6m DOT and the HFOSC
mounted on the 2 m HCT. Broadband photometric monitoring
was done using V, R, and SDSS r filters immediately before
spectroscopy. Intercalibrated g-band light curves, using
ASAS-SN and ZTF data, were adopted as the primary
continuum driver after alignment via PyCALI. This work
covers the first part of the SARM, i.e., RM analysis. We
gathered the following results for Mrk 1048 and Mrk 618.

1. Mrk 1048 shows moderate continuum variability with a
fractional variability amplitude (F,,;) of 7.30% in the g
band, while the H3 and Ha emission lines exhibit
slightly higher variability, at 10.30% and 6.75%,
respectively. The corresponding maximum-to-minimum
flux ratios (Rpax) are 1.42 (g band), 1.50 (HB), and 1.27
(Ha). In contrast, Mrk 618 displays a lower continuum
variability (Fy, ~4.20%) but a more pronounced
variability in its emission lines, with 7.68% for HS and
a notably higher 13.91% for Ha. The emission lines in
both sources exhibit greater flux variability than the
continuum, consistent with expectations for reverbera-
tion, and Ha consistently appears stronger and more
variable than H/ in both objects.

2. Using ICCF-based lags and optical luminosities, both
sources were placed on the Rgyr—Lsigo relation for HG
and Ha emission lines. For Mrk 1048, the HG lag is
10.5%25 days with Ls;o0 = (8.30 & 0.35) x 10** erg s/,
while Ha gives a longer lag of 18.7373 days. For Mrk
618, the H3 and Ho lags are 10.2734 and 14.47§55 days,
respectively, with a  lower luminosity of
Lsi00= (2.71 £0.50) x 10* erg s '. Both sources
exhibit deviate mildly but are broadly consistent with the
Rprr—Ls10o relation, with Mrk 618 appearing slightly
offset in HG, but more so in Ha, whereas Mrk 1048
deviates in HG but is closer in He, reflecting differences
in structure or ionization in their BLRs.
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3. Black hole mass measurements for Mrk 1048 range from
42 x 107 to 6.3 x 10’ M., with HB. For Mrk 618,
narrower line widths );ield lower masses, ranging from
0.6 x 10" to 1.7 x 10’ M, depending on the choice of
line width and emission line. As oy, from rms spectra
best isolates the variable BLR component, we adopt
these as our preferred values: 6.3073 x 107 M., for Mrk
1048 and 1.1979¢ x 107 M, for Mrk 618.
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Appendix
Analysis of Detrended Light Curve

We detrended the continuum and emission-line light curves
by fitting a straight line to each and subtracting the
corresponding best-fit model to obtain the residual (detrended)
variations as described in Section 5. Figure Al and Table Al
illustrate the light curves and lag results for the entire
campaign after detrending.
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Figure Al. Detrended light-curve analysis for Mrk 1048 and Mrk 618. The top left panel shows the photometric g-band continuum with data points from different
telescopes labeled. The middle and bottom left panels display the variations in H3 and Ha emission-line flux (in arbitrary units), each fitted with a best-fit linear trend
shown in red, which has been subtracted to obtain the detrended light curves. The g-band continuum is overlaid for comparison, normalized and shifted to the final
adopted lag values listed in Table A1. The JAVELIN model for each light curve is shown in steel blue. The right panels show the corresponding lag distributions from
ICCEF (teal histograms) and JAVELIN (violet histograms). The magenta dashed curve represents the cross-correlation function, with the left axis showing 7, and the
right axis showing the probability density N. The darker magenta region marks the central 80% of the CCF peak used to determine the ICCF centroid lag. The
vertical dashed lines indicate the 16th and 84th percentile uncertainties of the lag distributions.
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Table Al
Detrended Time Delays (Lags) for Mrk 1048 and Mrk 618 using ICCF, JAVELIN, and PyI?’CCF
2,
Source Light Curve ICCF JAVELIN PyI'CCF
Lag (days) r Lag (days) Lag (days) p-value
g day max g (day g (day
1) 2 (3) “) (5) (6) (7
Mrk 1048 g band versus H3 14.0779 0.50 20.1509 16.58739 0.30
band versus Ha 33.153% 0.62 231753 33.055%) 0.25
8 135 0.7 115
Mrk 618 g band versus H3 20.0719, 0.30 12.5%77 204719, 0.27
g band versus Ha 10.0777% 0.28 15.0732, 15.073s 0.72

Note. All lags here are from detrended light curves and are quoted in the observer frame. Columns: (1) source; (2) light-curve pair; (3) ICCF centroid lag; (4) cross-
correlation coefficient; (5) JAVELIN lag; (6) PyI’CCF lag; (7) PyI*CCF null-hypothesis p-value.
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