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Abstract

Modern astronomical spectrographs have been in use for several hundred

years now, contributing to the study of the physical, chemical and kinematical

properties of stars and other celestial bodies. In the recent years, there has

been new developement in the design choices, calibration sources and detec-

tors for spectrograph that led to large improvements in resolution, efficiency

and stability, which have been a key to the discoveries of low mass exoplanets,

cosmic dynamics and variability of physical constants. Even with these major

improvements in the instrumentation, a little has changed in the way data is

calibrated. The physics used in the designing and building of the instrument

is seldom put to use for instrument calibrations.

In the current work, we have developed a computing scheme whereby an

astronomical spectrograph can be modelled and controlled without recourse

to a ray-tracing program. This is achieved by using paraxial ray tracing, exact

corrections for certain surface types and the aberration coefficients of Buch-

dahl for more complex modules. We have shown that the resultant chain of

paraxial ray trace matrices and correction matrices can predict the location of

any spectral line on the detector under all normal operating conditions with

a high degree of certainty. This kind of model will allow a semi-autonomous

control via simple in-house, program modules. The theory and formulation

in developing a model for HESP (Hanle Echelle Spectrograph), comparison

with commercial ray tracing software and validation the model with calibra-

tion exposures taken in the lab are described in detail. We have demonstrated

that the wavelength calibration using the dispersion solution from model per-

forms superior to the emipirical solution that is used in standard spectroscopic

reduction software (e.g. IRAF), especially in the regime of sparse and low

signal calibration lines. We also discuss the potential use of model in si-

multaneous calibration using double fiber in tracking the instrument drifts

and issues related to positional and wavelength dependancy of instrumental

drift. We conclude by listing several science areas that would benefit using a

model based calibration. Apart from calibration of science data, the model

along with an optimization routine can be used in the instrument mainte-



iii

nance pipeline to study the real time behaviour of the instrument, trending

and long-term stability. We also present the work related to the development

of autoguiding alogrithm and fiber scrambling for HESP and implication to

radial velocity shift.
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Chapter 1

Introduction

In 1835, French philosopher Auguste Comte (1798-1857) wrote in his Cours de

Philosophie Positive[14], with reference to stars: “We understand the possi-

bility of determining their shapes, their distances, their sizes and their move-

ments; whereas we would never have any means to understand their chemical

composition, or mineralogical structure, and, even more so, the nature of any

organised beings that might live on their surface.”

With the advancement in the field of spectroscopy, studying chemical

composition of stars has become a routine process in stellar spectroscopy.

Spectroscopy is used to study the nuclear processes that happen inside stars.

This also has helped us to reconstruct the history of formation of our own

solar system. Large spectroscopic surveys have now enabled us to study the

large scale structure and formation of the universe in detail. Spectroscopy

helps to study the physical conditions, chemical content and the kinematics

of the spectral line emitting region. Spectroscopy is used for study the cos-

mic chemical evolution, galaxy formation and evolution and different types

of supernovae. However the intriguing philosophical question of nature of

intelligent outside earth is still an open problem. With the precision stable

spectrographs and precise photometry, now it is possible to detect planets

around stars and also study the nature of their atmospheres. We may soon
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get a glimpse of a possible life outside our earth in the coming years!

1.1 Historic overview of spectrograph design

Early spectrographs employed dispersing elements consisting of prisms and/or

gratings. However, the development of efficient slit and collimator spectro-

graphs in the mid-nineteenth century finally led to the growth of stellar spec-

troscopy. Lord Rayleigh showed that diffraction gratings are better suited

to high resolution spectroscopy than the prisms [41]. But the efficiencies

were low as the light gets dispersed in to a number of orders. By 1912,

blaze gratings were manufactures and are in use by 1924. The blaze grat-

ing based spectrographs were found to be useful and efficient. Even with all

these advancements, flexure was still a problem till the introduction of the

coude spectrographs. With the coude spectrographs, large gratings and pho-

tographic plates could be used along with long focal length cameras for high

dispersion observations.

Echelle gratings were proposed by Harrison that operates at incidence

angles greater than 450, the direction of incidence being normal to the narrow

side of the grooves [21]. These gratings can operate at very high orders, even

more than 100th order.

In the recent years, there are considerable improvements in the designing

and building of spectrographs, though the basic components of spectrographs

remained the same during these years. White pupil configurations [3] have

improved the system efficiencies. The disperser is re-imaged onto the camera

and the monochromatic beams intersect forming a new pupil at the entrance

pupil of the camera.
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1.2 Historic perspective of precision radial ve-

locities

High resolution spectrographs were thought to give precise radial velocities,

to detect planets [50]. However, only few km/s were possible, it was limited

due to accurate calibration. The light path and the illumination of the cali-

bration light were different compared to the stars. Griffin & Griffin [19] used

the telluric lines for wavelength calibration and was able to reach several tens

of meters per second radial velocities. Telluric lines itself is variable due to

wind and other environmental condition to 10-20m/s and hence not ideal as a

precise standard. There were attempts using toxic HF cells as wavelength cal-

ibration, which improved the velocity precision to 15m/s [12]. This was later

replaced by non-toxic iodine cell [31] and this has become one of the standard

technique for achieve precise radial velocities. Mayor and team commissioned

ELODIE spectrograph [32] on the 1.93-m telescope at OHP (Observatoire de

Haute-Provence), France, which used a simultaneous ThAr technique.They

use fibers to mitigate variable slit illumination in coudé spectrographs due to

seeing, tracking errors causing the shift in the spectrum at the detector plane.

Optical fibers with their high efficiencies, ability to scramble the image at the

output side has given the advantage of placing the spectrograph far from the

telescope in environmental stabilized chambers, with a uniform and constant

illumination at the slit plane [39].

These along with precision thermal and pressure controlled environment

for spectrographs, vacuum enclosures have led to high stable instruments

leading to high precision spectroscopy. Also for high resolution spectrographs,

image slicers [40] and anamorphic pupil slicers [48] improved the efficiencies

for narrow slit widths.

The past decade has been about development of high precision spectro-

graphs. The optical fibers and vacuum chambers along with the simultaneous
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reference calibrations have provided the mechanical stability needed for these

spectrographs achieving a 1m/s stabilities [39]. For science cases like dy-

namical measurement of accelerating expansion of universe, extra-solar earth

twins, temporal variability of physical constants, the 1m/s stability need to be

pushed further to sub-m/s. Following HARPS that reached a 1m/s stability,

projects like ESPRESSO [33] and CODEX [38] are being developed to reach

10cm/s and 2 cm/s stabilities respectively. Currently the limits that need

to be addressed to meet these precisions are: stable light injection, detector

stability and wavelength calibrations.

The incomplete scrambling of the circular optical fibers retains the in-

formation regarding the position of the image on the input end of the fiber

which is transferred into spectrum shifts. Both the near field and far field

are affected due to the incomplete scrambling. While the near field shifts

the centroid of the fiber illumination at the slit, the far field changes the

pupil illumination in the instrument affecting the relative quantities of dif-

ferent aberration terms. As the simultaneous reference cannot see this effect,

these shifts cannot be corrected by it. New fiber shapes (square and octag-

onal) other than circular are under testing, which so far have shown better

scrambling properties than circular fibers [13]. Another technique being tried

is a double scrambler [23], in which the near and far field are interchanged

between two fibers. But the main setback of this technique is efficiency loss

during the light coupling between two fibers.

Finally the long term stability of this approach relies on the accurate

wavelength calibration of the reference spectrum. Hence, calibration is a

crucial aspect in analyzing and deducing results.

As shown in Fig.1.1 shows a flow chart, how an observation finally lead

to an understanding and final interpretation. An observation technique O

(the spectrograph) is applied on a subset of the universe, u and raw data

d is obtained. A calibration procedure C is then applied on d to get back

u, which is our perception of the universe. A calibration procedure should
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Figure 1.1: A cartoon depiction of an observation procedure and perception of the Uni-
verse. (By Rosa M)

remove all relevant signatures imprinted on the science light from its target to

the detector readout. Therefore it is very important to describe, understand

and minimize the statistical and systematic errors in the measuring process.

In the context of astronomical spectrographs, an ideal calibration to provide

accurate wavelength calibrations should have the following features, the lines

from the calibration lamp should be sharp unresolved lines and allow accurate

measurement of their central wavelength, wavelengths should be traceable to

laboratory standards, wavelength remain constant under all operating condi-

tions, evenly spaced lines with density appropriate to the resolution, all the

lines at a constant intensity, minimal variation over the life time of the lamp,

and the lamp spectrum should be reproducible from lamp to lamp [25].

Thorium Argon (ThAr) hallow cathode lamps (HCL) provide good num-

ber of lines in UV-visible-near IR region and have been in use for a very long

time. Other advantages is thorium has only one stable isotope 232Th, which is

an even nuclei hence there are no additional features due to isotopic shift and

hyperfine structure, which leads to narrow, highly symmetric line profiles.

For all these reasons, Thorium Neon (then) and ThAr HCLs have become

the standard for wavelength calibration of astronomical spectrographs [28].

But at moderate spectral resolutions, blends are a problem for high precision
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wavelength calibrations even at Rq≥ 150000 and different lines have widely

different intensities and the distribution of these lines is not uniform.

Radial velocities are obtained from the extracted star spectra by cross-

correlation with a stellar template using the highly accurate wavelength cal-

ibration obtained at the beginning of each night. Then, the correction for

the instrumental drift is performed [29]. The technique consists of feeding

the spectrograph with two optical fibers, the so called object fiber and the

reference fiber. These fibers are aligned in the cross dispersion direction at

the spectrograph entrance to form two nearby but well separated spectra on

the CCD. At the beginning of an observing night both fibers are fed by a

spectral lamp — in this case a ThAr lamp — in order to determine the wave-

length solution λ(x, y) of the CCD (x, y = pixel coordinates). This calibration

procedure is performed for both ”channels” separately.

Typically it is carried out before the beginning of the observations and

the wavelength solution remains valid for the whole night. The observations

are then performed by feeding the object fiber with the object light and

the reference fiber by the ThAr lamp. The object spectrum is calibrated in

wavelength using the wavelength solution of the object fiber determined at

the beginning of the night. The radial velocity of the object is determined by

cross correlating the measured spectrum with a numerical mask adapted to

the spectral type of the star. The position of the correlation peak is a direct

measure for the Doppler shift of the stellar absorption lines and hence for the

radial velocity of the object. The ThAr spectrum simultaneously recorded

on the same CCD frame serves ”only” to track the instrumental drifts during

the night. For this purpose the ”velocity” of its spectral lines is computed by

cross correlation of the ThAr spectrum with a numerical ThAr mask. This

velocity, which is zero in case of no drifts, measures the instrumental drift

between the moment of the calibration at the beginning of the night and the

moment of the observation of the object. Finally, the measured RV of the

object is corrected by subtraction of the ThAr velocity, eliminating thus the
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effects of instrumental drifts.

In order to achieve a high accurate and stable wavelength solution, good

estimate of the line centroids and highly accurate wave lengths of the lines

should be known. As mentioned earlier, most of the ThAr spectra lines

are blended, and given the polynomial fitting used in regular data reduction

packages, the solutions lack the ability to give accurate stable results in the

regions with no or less lines.

Radial velocity and transit efforts are now beginning to extend to M

dwarfs, the most numerous stars, where the lower luminosity shifts the hab-

itable zone much closer to the star. These emit most of their flux in the 1-1.8

µm region (NIR J and H bands). In the NIR J and H bands Th lines are few

and relatively faint, making it difficult to find accurate dispersion solutions

in the J and H bands without substantial integration time [30]. High contrast

between Th and Ar lines in this region leads to scattered lines and increasing

the integration time to get enough signal for the Th features saturates the Ar

lines causing bleeding and contamination in adjacent orders.

With these limitations faced from the ThAr HCLs, the astronomy com-

munity is searching for new calibration lamps and techniques like the broad

band laser frequency combs [52], Fabry-Pérot cavity illuminated by white

light lamps [51] , various absorption cells [30] etc.

1.3 Accurate chemical abundances

Some of the main criteria for accurate stellar abundances are high spectral

resolution, high signal to noise ratio and large wavelength coverage. High

resolution is preferred so that the blended lines are resolved. Abundances

of astrophysically important isotopes like 6Li and 7Li ratios have not been

accurately determined even with very high signal to noise ratio spectra. The

lithium line at 670nm is a doublet line, having contributions from two isotopes

(6Li & 7Li). Hence, only a high sampled, high resolution and high signal to
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noise ratio spectra can help in determining the accurate abundances. Most

of the high resolution Echelle spectrographs have typical slit sampling of 2-

pixels and they use slicers and have a long slit. While extracting the spectra

the pixels along the slit length is added to get better S/N, which assumes

all the pixels that are added have same wavelength. For accurate isotopic

abundances, where a given line profile needs depends on the wavelength of

the hyperfine lines, isotopic ratio and individual abundance, it is important

to accurately know the wavelengths of the pixels that are added along the

slit length direction Similarly, other important isotopic abundances of Mg is

important to study the origin of Magnesium, whether it is produced by a

supernovae (SN) or an AGB (asymptotic giant branch) star. SN and AGB

stars produce Mg isotopes in different ratios. The isotopic ratios of n-capture

elements (Sr, Ba, Eu) are important to distinguish the contribution from slow

and rapid n-capture process, which is produced in AGB stars or in a core-

collapse SN. One of the open problem in astrophysics is the origin of rapid

n-capture process. The current thinking is that they can be produced during a

neutron star – neutron star (NS-NS) merging process or during a core collapse

SN. Isotopic abundances of heavy elements and the abundances of heaviest

possible n-capture elements help to constraint these scenarios. Detecting rare

earth elements like Uranium and Thorium lines are necessary to understand

the conditions of n-capture, this study warrant, high resolution, high S/N

spectra.

Except for these isotopic ratios and heavy rare earth elements, accurate

determination of chemical abundances is limited due to the accuracy of stellar

parameters and the stellar atmospheric models itself. Recently, Kepler and

COROT data has revolutionised the area of exoplanets and also the field of

Astroseismology. Unlike stellar spectroscopy, Astroseismology can probe the

interiors of a star through the acoustic waves. These acoustic oscillations can

be detected as tiny variations in the flux or as tiny shifts in the spectral lines.

Both these detection techniques are complementary to confirm the acoustic
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modes. The inversion of these modes gives accurate stellar parameters of a

star, which can be combined with spectroscopy in obtaining accurate abun-

dances.

1.4 physical model based calibrations

It is to be observed that over all these decades of work on spectrographs and

their calibrations, the instrument physics is seldom used in the calibration

work. Once the instrument is installed the physics that went into the design-

ing and building of the instrument is not used in its calibrations. Using the

physics of observation procedure will give a predictive power to the calibra-

tions reducing the necessity of having high number of data points covering

the whole region of interest.

A physical model based calibrations for astronomical instruments was pro-

posed by Rosa [43]. He proposes to work out C in Fig.1.1 by working out O.

He proposed a two step procedure:

Step 1: Physical principles of the instrument into a code which can simulate

observational data. This code will give a physical model of the instrument

that will be able to generate calibration references that are noise free and it

contains controllable engineering parameters.

Step 2: Optimizing the controllable parameters in the model to match the

working of the built instrument through calibration frames taken from the

instrument. The ESO group has successfully implemented a model based cal-

ibration approach to instruments such as FOS and STIS on HST, CRIRES

and X-shooter on VLT [7, 8, 26, 44].

According to Bristow et al [8], the life cycle of an instrument can be

described as following:

1. Science requirements

2. Optical Design
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3. Engineering Expertise

4. Testing and commissioning

5. Operation and data flow

6. Calibration

7. Scientific data and archive

Once the instrument is installed and put to use, from experience it is

known that the know-how and expertise that went into design and building

the instrument is not put to use in calibration procedure. A case the ESO

group has explored is the wave length calibrations of spectrographs. The con-

ventional empirically derived dispersion solution is replaced with a physical

model technique. The group has discussed the aspect if the physical descrip-

tion improves the final science product. In their words “the advantage is

rather obvious since the relevant physics provides predictive power which is

limited for a polynomial. It is shown that the accuracy of calibration can

be significantly improved. The use of physics will usually be advantageous

as long as the instrument remains stable during operations and as long as

the physics can be well described. If these conditions are not met the effort

associated with the physical modelling can become very large and its benefit

may become questionable.” [24].

Taking this into confidence and their demonstration of the technique on

some of the instruments; and with the well established physics of high resolu-

tion spectrographs and cameras, the physical model based technique’s appli-

cability for Hanle Echelle Spectrograph (HESP) was taken up. We attempt to

demonstrate the possibility of developing an accurate model of the instrument

and demonstrate its performance. Unlike the ESO team whose modelling ap-

proach is on-axis limited with the all aberration corrections applied together

as a polynomial at the detector plane [7], the scheme we present here, aims at

providing the exact position of chief rays on the detector plane leaving only
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the centroid corrections, which are of the order of sub-pixel as a correction

at the detector plane. This reduces error propagation through the system,

and the degeneracy states for the optimization routine to predict the instru-

ment status. This is achieved using paraxial ray tracing and including exact

corrections for certain surface types and Buchdahl aberration coefficients for

complex modules such as camera systems.

Some of the uses we foresee for this technique in regard to the wave length

calibration challenges faced by the high precision spectrographs are:

1. Using the predictive power of the model for better calibrations where

there are no or very few lines of Th in the calibration frame. As dis-

cussed earlier, one of the limitations faced from the ThAr lamps is the

non-uniformly distributed, high contrast intensity lines that cause un-

stable wave length calibrations. Just with few lines across the spectrum

which are of enough intensity and high accuracy wave lengths and the

predictive power of the model this limitation can be overcome.

2. A more accurate dispersion solution compared to the empirical fits

3. Better instrumental drift corrections in the simultaneous reference ob-

servations. When using spectrographs that cover a wide band width,

the instrumental drifts across the spectrum need not be constant for

the environmental change may have non-linear effect on the instrument

behaviour. A model if able to predict these drifts accurately; more

accurate instrumental drift corrections for RV measurements will be

possible.

4. One of the assumptions for using the simultaneous reference observa-

tions is that the drift in object fiber is same as the reference fiber. But

there will be higher order differences in these drifts between the two

fibres. One of the tasks of the model is to predict these differences.

5. Order tracing and better 1D spectrum extraction: Model should predict
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the curvature and tilt of the order. Also the field dependent and wave

length dependent tilts in the feature shapes if can be predicted by the

model, the extraction efficiencies can be improved. This in conjunction

with the more accurate dispersion solution can help in better estimates

of Li isotopes.

6. Tracking the instrument status: The technique will also provide details

about the different physical parameters of the built instrument and can

keep track of the long term trending of these. This gives a way to study

the instrument’s behaviour and performance over a period of time.

As the performance of this technique is highly dependent on the accuracy

of the model developed no pre-calculations were attempted for any intended

improvements in the calibrations. The layout of the thesis is as follows: Fol-

lowing this chapter 2 describes HESP, the instrument underdevelopment for

which the physical model is developed. Chapter 3 presents the theoretical for-

mulation of the physical model in detail. Chapter 4 describes the measures

taken to match the model with the built instrument. Results of the model’s

performance in the laboratory alignment of the instrument are presented in

Chapter 5. In chapter 6 some aspects in HESP that may cause a difference

in illumination between object and calibration fiber are discussed followed by

the final conclusion and prospects for future work.



Chapter 2

Hanle Echelle Spectrograph

2.1 Introduction

Hanle Echelle Spectrograph (HESP) is a high resolution fiber fed Echelle

spectrograph developed jointly between Indian Institute of Astrophysics (IIA)

and Kiwistar Optics, Callaghan Innovation (CI), New Zealand. This project

is supported by DST (Department of Science and Technology, India) grant

IR/S2/PF 02/2010 under IRHPA scheme. The instrument is built for the

2m Himalayan Chandra Telescope (HCT) at the Indian Astronomical Obser-

vatory (IAO), Hanle. The observatory is located at 4500m above sea level,

with a nominal pressure of 0.58atm. Nominal humidity at the place is 30%

but can vary from 5% to 90%. The seasonal temperature variation at the site

goes from -30 � to +20 � and can have a 10 � temperature change over

night.

HCT is a 2.01m Ritchey-Chretien, alt-azimuth mount optical telescope.

It has an instrument cube at the cassegrain focus with 5 ports that can be

mounted simultaneously. The beam at the cassegrain focus is F/9 with an

image scale of 11.5 arcsec per mm. The usable field of view of the telescope

is 7 arcmin and 30 arcmin with the corrector. The telescope tracking tests
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indicate that a tracking accuracy (open loop) of 0.5 arcsec over 10 minutes

is met at a good fraction of telescope positions, except at higher elevations,

where the tracking worsens, resulting in a mean (over all telescope positions)

accuracy of 1.38 arcsec over 10 minutes. The telescope is also equipped with

an auto guider system (AUGUS) developed at the Copenhagen University

observatory, which uses an off axis object from a 97 sq. arcmin field of view

away from the telescope field of view to guide the telescope.

The instrument cube of the telescope is currently equipped with TIFR

Near Infrared Spectrometer and Imager (TIRSPEC), an optical CCD imager

and Hanle Faint Object Spectrograph Camera (HFOSC). HESP will be the

new edition to the instruments with the telescope. HCT instruments are

operated remotely from IIA operational centre in Bangalore.

HESP is designed to operate at two spectral resolution modes, R=30000

and 60000, covering a wavelength range of 350nm to 1000nm on a single 4k

×4k detector in a single exposure. The spectrograph is fed through a 27

m optical fiber link from the cassegrain port at the telescope to the bench

mounted spectrograph that is located inside a thermal enclosure in the ground

floor of the observatory.

Following are some of the science objectives for the spectrograph.

Stellar Composition Studies: The chemical composition of stars, their

abundances and isotopic abundance fractions are good indicators of

the evolutionary status of the star occupying different regions of HR

diagram. Abundances of heavy neutron capture elements are also very

good diagnostics of various evolutionary processes occurring in stars of

different mass range. To derive the chemical composition one requires

the strengths of clean unblended spectral lines for each element of in-

terest. Accurate line strength measurements of weak lines especially

below ¡400nm require a spectral resolution of R 60000 or better. The

line components resulting from isotopes of an element are generally sep-

arated by a small fraction of an angstrom. The measurement of isotopic
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abundance fraction requires very high resolution spectra.

Binaries and extra-solar planets: For different families of stars such as

pre-main-sequence stars, Post-AGB stars etc the presence of compan-

ions play very important roles in defining their evolutionary status.

Some of the chemical peculiarities exhibited by post-AGB and RV Tau

stars can be better understood in the framework of circumbinary envi-

ronments. The list of known post-AGB stars with binary companions is

growing steadily (Van Winckel 2003). Binary companion for Pre-Main

sequence star HD 34700 was detected by Arellano Ferro and Giridhar

(2003). Hence the search of low mass companion is considered a very

important area where both the long term and short term monitoring

yields very interesting results.

Detection of planets of Jupiter-size around other solar-type stars ex-

tremely precise radial velocity measurements (of the orders of tens of

m/s). A dedicated instrument giving a complete spectral coverage from

370nm to 900nm on a single CCD frame is necessary to meet the re-

quired precision. It can significantly increase the detections of such

systems, It should be noted that instruments like HARPS (High Accu-

racy Radial Velocity Search; Queloz and Mayor 2001; Pepe, Mayor and

Ruprecht 2002), SARG (Spettarografo Alta Risoluzone Galileo; Gratton

et al. 2002) and FEROS (Fiber fed Extended Range Optical Spectro-

graph; kaufer and Pasquini 1998) mounted on 1.5 to 2-m class tele-

scopes have made significant contributions to this field. CORALIE and

ELODIE (Baranne 1997) have made significant contributions to the de-

tection of large number of planets with short-period orbits (P 20 days).

Measurement of 6Li/7Li isotopic ratio in planet harbouring stars is an

excellent tool to test different theories of giant formation.

Doppler Imaging of spotted stars: Doppler imaging technique (DPI) is

an indirect elaborate computational technique to invert a series of high-
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resolution spectral line profile into an image of stellar surface (Donati

et. al. 1997). The development and refinement of this indirect stel-

lar imaging technique over two decades has made DPI one of the most

reliable tools to estimate spatial distribution of the temperature and

chemical abundances over the stellar surface. It requires high-resolution

(lambda/Delta lambda ¿= 60,000) and high signal-to-noise ratio(S/N

¿=200) spectra with a good phase coverage. This method is being

employed to reconstruct star-spot patterns on the stellar surface and

monitor them over long periods of time. Stars like RS CVn binaries

with their known surface activities could be used to explore the possi-

bility of their surface features showing regularity similar to the sun-spot

butterfly diagram (Vogt et al. 1999).

Astroseismology: To fully understand the evolution of stars, detailed in-

formation on the processes acting in the stellar interior is needed. Since

the stellar interior is not directly accessible, asteroseismologists use the

indirect information contained in stellar oscillations to probe the stel-

lar interiors. There are two families of modes carrying information on

different parts of the stellar interior: pressure modes (p-modes; mainly

propagating in the envelope) and gravity modes (g modes; mainly prop-

agating in the core). For a unique asteroseismic modelling, a large

number of well-identified modes are needed. Asteroseismology also pro-

vides clues to test the internal structure and chemical composition of

solar type stars like alpha CMi (Procyon A) by measuring frequencies

and amplitudes of p-mode oscillations in these stars. In radial velocity,

p-modes have been detected but there is no agreement on the actual fre-

quencies due to insufficient high-quality observations. Additional data

with high S/N in power spectra and increased temporal coverage with

multi-site campaign are needed to determine the amplitude, the rota-

tional splitting and the damping time of p-modes in Procyon A like
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stars.

Post-AGB stars: PAGB stars are excellent probe for diagnostic properties

in the study of dramatic morphological and chemical changes taking

place at the latest stage of evolution of low and intermediate mass stars

(approx mass range 0.8 to 8Mo). The extensive nucleosynthesis at AGB

and mixing processes (dredge-ups) change the surface composition of the

star over a short time ( a few hundred to thousand years) and synthe-

sized elements are ejected to interstellar medium (ISM) through strong

mass-loss preceding the post-AGB phase. AGB stars are therefore ma-

jor contributors of C,N,F,Al, Na and s-process elements to ISM and

hence play crucial role in the chemical evolution of galaxies.

Classical post-AGB stars contain low metallicity stars of F-G spectral

type and high galactic latitude distribution. Their Spectral Energy

Distribution (SED) shows characteristic double-peak components. The

optical peak arises due to the central star while IR peak is caused by

the dust grain in the circumstellar envelope. The chemical composi-

tion studies show that they come in two flavours- Carbon-rich PAGBs

showing s-process enhancement caused by sufficient number of thermal

pulses and efficient dredge-up and the Oxygen-rich PAGB share the

spectral type and SED shape except s-process enhancement.

Post-AGB stars masquerading as metal-poor stars spectra resemble

those of metal-deficient stars due to systematic depletion of condens-

able elements observed initially for HR 4049, BD+39o 4926, HD 52961

and several others (see De Ruyter et al. 2006 for a full compilation).

The abundance pattern shows strong dependence on the predicted con-

densation temperature TC for low pressure gas of solar composition.

Hence, elements like Al, Ca, Ti and Sc with the higher TC (1500 to

1600K) are significantly depleted while the elements with low TC (like

S, Zn) are not affected.
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Above mentioned are some of the science objectives for the Hanle Echelle

Spectrograph. Following lists the brief specifications worked out for the design

of the spectrograph to meet the scientific requirements.

1. Wave length Range: 350 nm to 1000nm

2. Resolutions: 30000 and 60000

3. Spectrometer nominal throughput of 20%. It should be at least 12%

at the extreme short and long wavelength range, but will be negotiated

where limitations due to physics cannot be overruled.

4. White pupil configuration, Image slicer and graded anti-reflection coat-

ing on CCD for high resolution mode for increased efficiency

5. Provision for two science fibres and capable of the following sub modes:

� Object only observation: The primary science fibre will be used

for object only observation. This mode is useful for bright stars

and short exposures below ¡ 600nm, where the counts from the sky

contribution is very low and no crowed sky emission line bands.

� Object + Sky observation: Two science fibres will be used simulta-

neously, the primary for the object observation and the secondary

for sky observation. Long exposure and fainter objects require

accurate sky subtraction to get accurate equivalent width for the

spectral lines. Sky subtraction is also important for wavelengths

greater than 600nm. Several key chemical elements Carbon, nitro-

gen, oxygen and sulphur have atomic transitions in the red wave-

lengths, which requires accurate sky subtraction.

� Object + Reference observation: Two science fibres will be used

simultaneously, one for the primary for the primary science target

and the other for the wavelength calibration light input.
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6. Non-referenced mechanical stability shall be better than 200 m/s abso-

lute over the course of one observation night for a temperature stability

of ± 0.5 �.

7. Velocity precision of at least 20 m/s in Object-Reference observation

mode

2.2 Cassegrain Unit

The cassegrain unit of the system compromises of optics that feed the light

from telescope to the optical fibres that take the light to the spectrograph in

the thermal enclosure on the observatory ground floor.

Figure 2.1: Optical layout of cassegrain unit. (Figure credit: Callaghan Innovation)
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Figure 2.1 shows the optical layout of the cassegrain unit. Instrument port

is the interface to the telescope through the instrument cube of the telescope.

The telescope F/9 beam passes through the atmospheric dispersion correctors

(ADC) and reflected off a fold mirror before coming to focus at the pinhole

mirror of the cassegrain unit.

Atmospheric Dispersion Corrector (ADC) consists of two counter-rotating

similar prisms. Each prism is a doublet made of glasses Ohara FPL51Y and

Schott LLF1 which produces a good match for the atmospheric dispersion at

this altitude. Both glasses transmit well at and below 350 nm and deliver

polychromatic RMS imagery of less than ¼ arcsecond. The ADC corrects the

atmospheric dispersion caused by the local atmosphere at zenith angles from

0 to 70 degrees.

A pinhole mirror titled by 20 degrees is placed at the telescope focus.

The mirror has two pinholes of 0.25mm diameter separated by 1.25mm. One

pinhole collects the star light while the other collects the sky back ground.

The mirror is tilted at 20 degrees to direct light to the acquisition and guiding

system as shown in the Fig. 2.1.

Beyond the pinhole mirror is the relay optics to feed the optical fiber. The

F/9.2 beam of the telescope is collimated using a single doublet with a beam

size of 5mm. Following two identical doublets, the beam is converted F/3.6

and focussed onto the 100micron fiber tip.

The necessary calibration of the science data is facilitated using a calibra-

tion unit that is located in the spectrograph room in the ground floor of the

observatory. As seen in the Fig. 2.1, calibration fibres from the calibration

unit (housing the different calibration lamps) to the cassegrain unit feed the

light into the collimated beam of the relay optics through a mirror or a beam

splitter and will be imaged onto the science fibres. The translation mount in

the collimated beam path provides three options- beam splitter, mirror and

no obstruction. Fig. 2.2 depicts the different scenarios of operation for the

same.
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Figure 2.2: Operating Modes of Cassegrain Unit, (Figure Credit: Callaghan Innovation)

In the object-sky mode, where no calibration light will be used, the trans-

lation stage is positioned to no obstruction position. In the Object-calibration

mode, where one of the science fiber is fed with object and the other fiber

with calibration light for simultaneous calibration reference observations, the

translation stage is positioned to place the beam splitter in the collimated

beam path. The beam splitter allows 90% of the star and 10% of the calibra-

tion light. In the pure calibration mode where both the science fibres are fed

with calibration light, mirror is placed in the collimated beam path, to feed

both fibers with the calibration source.
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2.3 Calibration Unit

Fig. 2.3 shows the calibration unit that houses the different calibration lamps

for wave length and flats. A Thorium-Argon (ThAr) lamp and a Thorium-

Argon-Neon (ThArNe) lamp are provided for wavelength calibrations. Quartz

lamp assembly holds two quartz lamps and a beam splitter. Each quartz lamp

is equipped with a coloured filter. Given the high counts in red and very small

counts in the blue region of the spectral emission of a quartz lamp, the filters

were chosen so that two separate flats taken with each filter and combined

will yield good enough counts through out the spectrum.

Figure 2.3: Calibration Unit top view (Image Credit: Callaghan Innovation)

The design is based on mounting the fibre optic receptacle on a rotation

stage. Each lamp will be aligned and fixed in place. To select a particular

lamp, the rotation stage will direct the fibre receptacle to the desired lamp. A

common variable neutral density filter is positioned in front of the fibre head.

A shutter is provided to select either of the two fibre feeds, or both could be

shut down simultaneously. Each lamp is provided with a lens that collimates

the light from the lamp as shown in Fig. 2.4 for the Quartz lamp mount.

The rotation stage that holds the fiber is equipped with a lens that focuses
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the light onto the calibration fiber input end. The calibration unit is placed

in the thermal enclosure where the spectrograph is placed. The calibration

fiber from the unit is routed to the cassegrain unit to feed the science fibres.

Figure 2.4: Quartz lamp mount and optics, (Image Credit: Callaghan Innovation)

2.4 Optical Fibers

Four optical fibres are used in total in the system. Two science fibres, that

run from cassegrain unit to spectrograph and two calibration fibres running

from the calibration unit to the cassegrain unit. All the optical fibres are

similar with 100micron core diameter. The front end of the science fibres in

the cassegrain unit has an optical window glued with anti-reflective coating

to reduce the reflection losses. Analysis of other fibre instruments suggests

that at f/3.6, use of an f/3.6 collimator will result in a loss of between 5 and

10% of the light exiting the fibre due to focal ratio degradation. A 12.5%

FRD factor has been compensated for by the relay lenses that image the fibre

onto the slicer.
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2.5 Acquisition and Guiding Unit

Though the telescope is equipped with a guider system, the ADCs used for

HESP in cassegrain unit causes a shift in the field by an amount dependent

on the zenith angle. Due to this a separate acquisition and guiding unit

(A&G) for HESP is required. The 20 degree tilted pinhole mirror at the

telescope focus plane directs the off axis light to the A&G unit as shown in

Fig. 2.1. A triplet lens collimates the 100 arcsecond telescope guiding field.

An asymmetric triplet then images the guiding field onto an Apogee Alta u47

broadband CCD which is a 1024 × 1024 array of 13m square pixels. More

about the guiding system will be dealt in the Chapter 6.

2.6 Spectrograph Unit

The spectrograph layout from the slit to the detector is shown in Fig. 2.5.

Science fibres from the cassegrain unit terminate at the input of the slit

optics. Three small lenses are assembled into a ferrule with each fibre. The

first is cemented directly to the end of its corresponding fibre. It forms an

accessible pupil for stray light control and passes the light to a second lens

which produces a f/75 converging beam. The third (field) lens then forms a

telecentric image. According to the resolution mode chosen, the F/75 beam

either passes through the image slicer (R=60000) or the passes directly to

the next optics (R=30000). The following optics convert the F/75 to F/10.45

beam for the spectrograph collimator.

2.6.1 Image Slicer

In the 60K resolution mode, where the slit size is half of the 30K mode, to

improve the efficiency, an image slicer is used. The slicer produces two 1.2”

slices of the 2.85” fiber. The slicer image is 6” long. Fig. 2.6 (right) shows

the sliced image from an image slicer shown in Fig. 2.6 (left). The design
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Figure 2.5: Slit optics and Spectrograph optical layout (Image credit: Callaghan Innova-
tion)

is based on Richard Bingham’s modification of the classic Bowen-Walraven

image slicer. The slicer is mounted on a goniometer to align the slicer edge

parallel to slit edge.

Folding prisms along with the slicing prism provide the angle required for

total internal reflection at the interface of the two prisms. The beam falls at

the slicing edge of the slicing prism. The part of the beam falling at the glass

air interface gets internally reflected while the part of the beam falling at the

glass-glass interface passes through unobstructed. The internally reflected

beam gets reflected at the ceiling of the folding prism and falls at the glass-

glass interface and so passes through in the second encounter getting displaced

vertically producing two slices of a fiber image displaced vertically as seen in

Fig. 2.6.
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Figure 2.6: Left: Image slicer rendering showing the working of the slicer. Right:
Schematic of the fibre slicing. The full diameter of a 2.85” fibre is shown being sliced
into two 1.2” slices. (Image Credit: Callaghan innovation)

2.6.2 Spectrograph

A cross-dispersed near-Littrow Echelle spectrograph forms high-resolution (R

= 60000) echellegrams of the sliced fibre inputs and lower resolution (R =

30000) echellegrams of the unsliced fibre inputs.

The paraboloid collimator mirror of focal length 1850 mm collimates the

beam from the slit plane placed off-axis as seen in Fig. 2.5. The 177mm

collimated beam from the off-axis region of the collimator then falls on the

R2.15 Echelle with a 65 degrees blaze angle and 52.67 grooves per mm. The

grating disperses the beam vertically with respect to the optical table and

redirects it to the collimator which forms an intermediate image at the slit

mirror. The beam returns to the paraboloid and gets collimated. The fold

mirror placed for a compact spectrograph design on a single optical table,

directs the beam to the cross-dispersers. Cross-disperser consisting of two

thick prisms separating the many different orders from the echelle. The two

prisms are made from Ohara BSL7Y and have apex angles of 55°. This

produces the necessary order separation on the detector near the red end of

the echellegram. An f/2.7 camera images the light from the cross-dispersed

orders onto a detector to form an echellegram.
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Figure 2.7: Spectral format of the designed HESP, Image Credit: Callaghan innovation

The camera is a generic Petzval configuration with a set of 4 positive

groups followed by a thin negative field flattening lens close to the detector.

The field flattener has a cylindrical surface on its rear surface to mitigate

the cylindrical field curvature arising from the cross-dispersion. The camera

focal length was chosen to give at least two pixel sampling of a 60k resolution

element. Fig.2.7 shows the spectral format of the designed spectrograph. The

last element of the camera, the field flattener, along with the detector is tilted

by 4.9 degrees to reduce the ghost from the CCD surface.

TThe intermediate slit mirror is used for focusing the system. The Slit

mirror is mounted on linear translation stage. Axial displacement of the slit

mirror results in some blurring as well as motion of the spectral image on

the detector in the cross-dispersion direction. Fig. 2.8 shows the nominal

focus setting with sliced and un-sliced images of the fibre as seen by the

detector for a central wavelength (491.6 nm) along with images in which the

slit mirror has been moved by +1 and -1 mm. The combined image of the

flat field exposures taken at these three slit-mirror position is used to obtain

a broadened flat profile for flat field correction of the science exposure.
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Figure 2.8: Spot diagram of slit image for sliced and unsliced modes on CCD at the
central wavelength for three different positions of slit mirror. Right: at the focus, Centre
and left: slit mirror moved 1mm away from focus in the two directions respectively

Figure 2.9: Hanle Echelle Spectrograph aligned and tested at the Kiwistar Optics Facility
(Image credit : Callaghan Innovation)

The complete system is built and tested in the Kiwistar Optics facility.

Fig.6.9 shows the image of the assembled system. Instrument will be installed

at the observatory in the month of September, 2015.



Chapter 3

Model Based Calibration

3.1 Introduction

In this chapter, a brief description of the model based calibration technique

and the theoretical formulation of the model is presented. The purpose of

a model based calibration is to develop a physical model of an instrument

that represents the actual working of the instrument during real observa-

tion/experiment. This model is later used for accurate calibrations of the

data and also to understand the behaviour of the instrument. A physical

model is built from the physics of the instrument design and built-up rather

than an empirical fitting of the calibration data [6]. This method also gives

a physically meaningful predictive power in regions where there are no cali-

bration data available, rather than a simple extrapolation of an empirical fit.

The construction of a model can be optimised to meet the science require-

ment of the data that is taken. In this work we start with the construction of

a model that will give a precise and accurate wavelength calibration. For a

given position on the slit, the model should predict the corresponding position

on the CCD at a particular wavelength. Relevant components and subsys-

tems will be modelled individually according to their physics. Chief Ray of a
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given wavelength at a given position on the slit will be traced through each

component to the position on the CCD.

An initial model uses the design parameters of the instrument, these are

the distances and relative positions and tilts of the optical components. Most

of these parameters may not match exactly with the built instrument causing

a difference in the spectral positions between the predictions and the actual

data . So, before using the model for calibrating the data, it is necessary

to estimate an accurate value for these parameters. Calibration data along

with an optimization routine will be used to derive these parameters, using

an appropriate merit function, which is sensitive to the centroid locations of

spectral features. Simulated annealing optimization routine is used to opti-

mize the parameters in the model such that the merit function is minimized.

In this chapter, we discuss the process to construct a physical model. Op-

timizing the model and matching with the instrument will be discussed in

Chapter 4. A model is expected to make accurate predictions and yet the

modules need to be simple encompassing the physical parameters required

to optimize and with careful attention to the degenerate states. The scheme

presented here is simple to implement in a spread sheet or any simple script-

ing language. The computations are based on paraxial ray trace and exact

corrections added for certain surface types and Buchdahl aberration coeffi-

cients for complex modules [10]. The resultant chain of paraxial ray traces

and corrections for all relevant components is used to calculate the location of

any spectral line on the detector under all normal operating conditions with

a high degree of certainty. This will allow a semi-autonomous control using

simple in-house, programming modules giving a freedom from the commercial

ray trace softwares.

An Object oriented approach is used to model the system making it possi-

ble to adapt this implementation for other spectrographs with a few changes.

Every relevant component of the system is described in a class, the parame-

ters of the component as its attributes and the transformation functions as
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the methods of the class. Ray tracing is done between these components.

The final instrument model will be described later in detail. Fig. 3.1 shows

an example of the class diagram of one of the components, the prism. Any

transformation function will have as input the ray coordinates (described in

section 3.2) of the incoming ray and output is the emergent ray coordinates

from that particular component. HESP model formulation will be described

in the following sections.

Different Modules relevant to HESP are:

� Slit

� Collimator

� Echelle Grating

� Prism

� Camera

� CCD Detector

3.2 Coordinate system and Ray coordinates

Fig. 3.2 shows the coordinate system used for the model. Looking from the

positive axes, clockwise direction is defined positive. An optical component

is placed with its optic axis along the Z-direction. Distances between the

components are the z-distances. A paraxial plane of any optical component

is in the XY plane. Positive tilts of the surfaces or group of surfaces are

defined by rotation of the axes as shown in Fig. 3.2

A Ray (OP) is defied by its coordinates (x, y, z) at the point of its in-

tersection on a surface, cosine of angles (α,β,γ) it makes with the x, y and z

axes, (DCx, DCy, DCz) respectively and the wavelength of the ray, λ.

In the following section different HESP components’ classes will be defined

and the relevant formulation theory will also be presented.
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Figure 3.1: Class diagram of prism

Figure 3.2: Coordinate system Definition

3.3 Class Definitions

3.3.1 Slit

Slit plane is the first component of the spectrograph placed in the XY plane.

This is the plate that will be re-imaged onto the CCD after dispersion. The

slit is described by its position (x, y), slit width and height.
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3.3.2 Collimator

HESP collimator which is used in triple pass is a parabolic mirror as described

in Chapter 2. The mirror is defined by its curvature and the conic constant.

The inputs to the transformation function are the ray coordinates at the

paraxial plane of the collimator, OP (Fig. 3.3). The curvature (c) and conic

constant (k) are used to establish the sag equation of the mirror surface. Sag

dz is given by

dz =
(cxx

2 + cyy
2)

1 +
√

1− (1 + kx)c2xx
2 − (1 + ky)c2yy

2
(3.1)

(cx, cy) are the curvatures in x and y. (kx, ky) are the conic constants in

x and y. A ray AP with direction cosines (DCx, DCy, DCz) intersects the

collimator mirror at A and the paraxial surface of the mirror at P. While the

ray coordinates at P are the input to the transformation function, the output

ray coordinates at A are to be computed. From the Fig. 3.3, the distance dη

for a parabolic mirror is derived as

dη =

−(xpdTx + ypdTy)− r1
2
−

[

r1
|r1|

√

(

r1
2

)2 − r1xpdTx − r1ypdTy − (ypdTx − xpdTy)
2

]

dT 2
x + dT 2

y

(3.2)

Where, (Xp, Yp) = ray intersect coordinates on the paraxial collimator

plane (dTx, dTy) = Direction tangents of the ray r1 = twice the radius of

curvature of sag dη = z distance from the paraxial plane to A

The coordinates of the ray intersection A (xnew, ynew) on the mirror surface

are given by

xnew = xp − dη × dTx,

ynew = yp − dη × dTy

(3.3)

The direction cosines of the reflected ray at this point can be calculated

from the reflection equation at a surface,
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dcnew = dcold − 2cosθnormal (3.4)

Where, dCnew, dCold are the direction cosines of the ray after and before

reflection θ is the angle between the ray and normal at the point (Xnew, Ynew)

Figure 3.3: Two dimensional depiction of the collimator mirror

3.3.3 Grating

The high dispersion element in the spectrograph is an Echelle grating. For

the grating the class attributes are, the grating constant and the direction

of the grooves. The transformation function in calculating the direction of

the diffracted ray vector uses the prescription by Mitchell [34]. For a plane

grating an easier formulation by Schroeder 1987 will work, however we also

describe the generalized ray tracing diffraction grating (Mitchell 1981) to use

for any sort of gratings since we intend to develop a model that is generalised

for any high resolution spectrograph.

For the first simpler formulation for a planar grating, we follow Schroeder



3.3 Class Definitions 35

[46]. Considering the grating in the XY plane, if the angle the ray makes with

the XZ plane be ξ, and the angle it makes with the Z-axis is ψ, then

DCx = sinψcosξ

DCy = sinξ

DCz = cosψsinξ

(3.5)

General grating equation is given by

mλ

d
= n′ cos ξ′sinψ′ − n cos ξ sinψ

n sin ξ = n′ sin ξ′
(3.6)

Where (ξ, ψ) are the direction coordinates of the incident ray (ξ
′

, ψ
′

) are

the direction coordinates of the diffracted ray. For a reflection grating,

n = n′

ξ = −ξ′
(3.7)

That is,

mλ

d
= −n cos ξ(sinψ′ + sinψ) (3.8)

Converting relation in terms of direction cosines, the relation between

output and input direction cosines will be

n′DC ′
x =

mλ

d
+ nDCx

n′DC ′
y = nDCy

DC ′
z =

√

1−DC ′2
x −DC ′2

y

(3.9)

Where (DCx, DCy, DCz) and (DCx′ , DCy′ , DCz′ ) are the direction cosines

of the incident and diffracted rays respectively.

Generalized ray tracing for diffraction grating: Mitchell 1981 has deter-

mined the direction vector of a diffracted ray. Four surfaces S0, S1, S2 and S3
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are defined,

S0 = Surface of the grating

S1 = Incident wavefront

S2 = Diffracted wavefront

S3 = One of the families of surfaces which determine the geometrical charac-

teristics of grating.

For regular planar grating, this is a family equally spaced of parallel surfaces

If n0, n1 and n3are the unit vectors normal to the surface S0, S1, and S3

respectively, n and n′ are the refractive indices of the media in the incident

and emergent sides of the grating and d is the local value of normal separation

of the surfaces of which S3 is a member (when these surfaces meet the surface

S0 normally as is the case with the plane gratings, d is the grating period),

then the normal to S2, n2 is to be calculated. We can express n2 as linear

combination of other vectors.

n2 = An0 +Bn1 + Cn3 (3.10)

where,

A = −Bn0.n1 − Cn3.n0

±
√

B2[(n0.n1)2 − 1] + C2[(n3.n0)2 − 1] + 2BC[(n0.n1)(n3.n0)− (n1.n3)] + 1

B =
n

n′

C = −
mλ

n′d

(3.11)

3.3.4 Prism

In HESP, two prisms are used together for cross-dispersing the orders. So,

prism is defined as, one of the component classes. The attributes for prism

are apex angle, dispersion function of the glass n(λ,T) and its base thickness.
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Figure 3.4: Prism description. The ray coordinates on surface AB are the input to the
prism transformation function. The output of the function are the ray coordinates on CD

The transformation function is the 3D refraction at the surfaces and ray

trace within the prism. Inputs to the prism transformation function are the

coordinates of the ray intercept on the plane AB shown in Fig. 3.4 and

the wavelength of the ray. The output of the transformation function is the

coordinates of the ray on CD in Fig. 3.4. From the ray coordinates on AB,

and the apex angle of the prism, the ray coordinates on the first surface of the

prism can be calculated. At the surface 3D refraction equation will give the

coordinates of the refracted ray in the prism. The 3D refraction at a surface

is given by

dcnew =
n1

n2

dcold +

(

cos r −
n1

n2
cos i

)

normal (3.12)

Where,

dCnew, dCold = direction vector of the ray after and before refraction

n1, n2 = refractive indices of medium before and after the refractive surface

(n(λ,T))

i, r = Angle made by incident ray and refracted ray with normal to the surface

at the point of intersection of ray with the surface

The refracted ray will be traced from the first surface to the second surface
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of the prism, again using the 3D refraction, which will give the ray coordinates

of the output ray. Using the coordinates of the ray on the surface and the

apex angle of the prism, ray coordinates on CD can be calculated. The ray

trace equations will be discussed in the 3.3.5 subsection.

3.3.5 Camera

Camera, in general a multi-element system, is designed to correct the various

aberrations introduced by the spectrograph optics. HESP camera is a five el-

ement system, CM1 to FF in Fig.2.5. The first four elements are rotationally

symmetric whereas the fifth element is a field flattener, with one cylindrical

face and placed at an angle with respect to the first four elements to eliminate

the ghost imaging from the CCD. A regular ray trace from surface to surface

in a camera system will need a number of square roots and trigonometric

calculations. Besides the surface to surface ray propagation, at each surface

following calculations need to be done:

1. Exact point where the ray intersect the surface

2. Normal to the surface at the intersection point

3. Refractive index of the new medium

4. Refraction equation solution to calculate the refracted ray coordinates

This will also increase the number of parameters in the model In order

to achieve an accurate camera model with reasonable number of parameters

defining the camera system, following methodology is adapted. The first four

elements are modelled as a single unit. The unit is described by its ABCD

matrix and aberration polynomial coefficients. The output from this unit is

traced through the single element field flattener for the best accuracy at the

detector plane.

In the following subsection a quick overview of ABCD coefficients formal-

ism is presented, followed by the corrections for the aberrations. Given the



3.3 Class Definitions 39

wide coverage of the wavelengths from 350 to 1000 nm of the spectrograph,

it is also very important to include the chromatic corrections. We will also

show how this aspect is being addressed in the current work.

3.3.5.1 ABCD Matrices: Paraxial Coefficients of Lens systems

We describe here the prescription by Cruickshank et al. [15], in obtaining

the paraxial coefficients. Fig.3.6 shows refraction of a ray QP at a spherical

surface. A ray QP inclined at an angle U with respect to the optic axis

AC, that intersects the spherical surface at point P. The spherical surface

separates the two media of refractive indices N and N’, it has a curvature c,

with vertex at A and optic axis AC. The ray QP has an angle I with respect

to the normal of the surface at P, which is a line joining P and the centre

of curvature, C. The refracted ray PB’ makes an angle I’ with the normal

to the surface at P and an angle U’ with the optic axis, AC. The incident

and refracted rays can be defined by their height at the surface, Y and their

inclination U and U’ respectively. U and U’ are defined positive or negative

according to the direction of rotation from axis to the ray being clockwise

or anticlockwise respectively. Radius, r of the surface is defined positive or

negative according to the curvature of surface is to right or left to A. Similarly

angles I and I’ are considered positive or negative according as clockwise or

anticlockwise rotation of ray QP, PB’ takes them to the normal at the point

on the surface.

Given these, considering the geometry and the Snell’s law it can be shown

that,

Y = r sin(U + I)

N sin I = N ′ sin I ′

U + I = U ′ + I ′

(3.13)

If the ray proceeds to next surface as shown in Fig.3.6, where D
′

1 is the
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distance along the ray from P1 to P2. Then it can be shown that,

U2 = U ′
1

Y2 = Y1 −D′
1 sinU

′
1

(3.14)

Above are the transfer equations which will be used throughout the model

to trace ray from component to component or surface to surface.

Figure 3.5: Refraction at a spherical surface

Figure 3.6: Illustration of transfer equations between two surfaces

For small angles sinα ≈ α, and Equations 3.2.5.1 and 3.2.5.2 becomes,
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y = r(v + i)

i′ = ki; k = N/N ′

v + i = v′ + i′

v2 = v′1

y2 = y1 − t′1v
′
1

(3.15)

where v, v
′

are the paraxial equivalents of U and U
′

respectively. From the

equation 3.15, following can be deduced, which forms the paraxial refraction

equation at the spherical surface,

v′ = kv + Φy

Φ = (1− k)c

c = 1/r

(3.16)

When tracing rays through a system of spherical surfaces, a set of paraxial

coefficients can be derived to represent the complete system. If we can write

the paraxial equation for surface 1 (Fig.3.7) as

v′1 = k1v1 + Φ1y1

v′2 = k2v2 + Φ2y2; for surface 2.
(3.17)

We know v2 = v′1 and y2 = y1 − t′1v
′
1, which can be simplified and written

as

y2 = A2y1 +B2v1

v′1 = C2y1 +D2v1

(3.18)

This can be continuous over all the surface of the system as,

yk = Aky1 +Bkv1

v′k = Cky1 +Dkv1

(3.19)

That is paraxial ray coordinates on any surface of the system can be
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written in terms of the coordinates on the first surface. Ak, Bk,Ck and Dk

are called the paraxial coefficients of the system. It can also be shown that

the coefficients at any surface can be calculated recursively from the following

relations.

Aj+1 =Aj − t′jCj

Bj+1 =Bj − t′jDj

Cj+1 =kj+1Cj + Φj+1Aj+1

Dj+1 =kj+1Dj + Φj+1Bj+1

A1 = 1, B1 = 0, C1 = Φ, D1 = k1

(3.20)

Once the object plane, pupil plane and the system description are avail-

able, tracing a marginal ray from an on-axis object point and chief ray from

an off axis point, the Gaussian image plane and exit pupil positions can be

determined. So the paraxial coordinates of a ray at the Gaussian image plane

for a system can be calculated just by the incident ray coordinates and coef-

ficients are calculated from the radii, thickness and refractive indices of the

system without the intermediate calculations every time.

3.3.5.2 Aberration Polynomials

Using ABCD matrices the Gaussian image position can be calculated. But a

real optical system doesn’t perform ideal imaging. In real situation all rays

emerging from a single point source do not converge to single image. The

difference between the ideal image position and the real ray intersection point

on the Gaussian image plane is called the transverse aberrations, that needs

to be established for the camera system to know the ray output coordinates

to a high accuracy. Theory of aberration is covered in many works (Born

et al 1999, Cruickshank et al. 1960). So instead of presenting the elaborate

theory, we present in brief the aspects that is relevant in this work.

Fig. 3.7 is a paraxial representation of an axially symmetric optical sys-
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Figure 3.7: Paraxial representation of an axially symmetric Optical system

tem. F1 is an object plane normal to the optic axis, also the axis of symmetry

of the system which is the z-axis. Object plane is at a distance lo1 from the

first surface of the system whose vertex is at A1. If Ak is the pole of the last

surface of the system, the conjugate paraxial image plane F ′
k parallel to F1 is

at a distance l′ok from Ak. The axes are defined to be left handed coordinate

system, with Y-axis lying in the tangential plane. Prime indicates conjugate

plane points and quantities. If x and y coordinates of a point O1 in the object

plane are –Hx1 and –Hy1 respectively, all the rays from O1 will intersect F ′
k

,the paraxial image plane, at a single point Ok with coordinates relative to

Ak of (-h′xk, -h
′
yk, l

′
ok) such that

h′xk = m′
kHx1

h′yk = m′
kHy1

(3.21)

Where mk is the paraxial magnification for this pair of conjugate planes

and J is the ideal image point of O1. But in real imaging, a finite ray from

O1 will intersect Fk at Ok’ with coordinates, (-Hxk’, -Hyk’, lok’). Then the
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transverse aberration of the ray, ξk’ are given by, (Fig. 3.8)

ǫ′xk = H ′
xk − h′xk

ǫ′yk = H ′
yk − h′yk

(3.22)

Figure 3.8: Aberration terms illustrated

The paraxial entrance and exit pupil planes are also shown in the Fig.3.7.

Optic axis goes through these planes at E and E’ respectively. A principal ray

is defined as a ray from O1 directed at E. A ray O1AcC is one of the infinite

numbers of rays from O1 that defines a cone of rays such that the point C

traces a circle of radius RE on the entrance pupil plane.

It can be seen that this circle also traces another circle on the first polar

tangent plane with radius, say, R and

R =
RE

1−
p

l01

(3.23)

p is the distance between the first polar tangent plane and entrance pupil.

Points on these planes can be described in the polar coordinates, (R, θ).

Therefore any ray from the object plane of a can be described by the point
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of origin on object plane and point where it strike the pupil plane in polar

coordinates. Given the rotational symmetry of the system, the coordinates

can be rewritten in rotationally invariant variables- radial height of the object

point and polar coordinates in the pupil plane with θ (θ01-θE) being the angle

between two radial vectors of the ray’s striking points in object and pupil

plane as shown in Fig. 3.9.

Figure 3.9: Rotational Invariance of a rotationally symmetric optical system [20]

Without loss of generality, we can choose object point on the Y-axis [4, 20].

But when the object is at infinity special case occurs. In order to over come

this tangent of angle of inclination of the principle ray is considered instead

of the object point,

Hb =
Hyl

l01
(3.24)

Buchdahl, has shown that aberration the aberration term ξk’ of a monochro-

matic light ray can be expanded in series of ascending powers of these ray

coordinates [9]. The terms of the series consists of homogeneous polynomials

of degree 3, 5, 7, 9. . . (2n+1). The coefficients to these terms are referred

to as 3rd order, 5th order, 7th order etc aberration coefficients of the optical
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system. That is

ǫ′k = ǫ
′(3)
k + ǫ

′(5)
k + ǫ

′(7)
k + ǫ

′(9)
k + · · · (3.25)

In terms of the coordinates R, θ and Hb, the third order polynomial can

be written as,

ǫ
′(3)
xk = σ1R

3 sin θ + σ2R
2Hb sin 2θ + (σ3 + σ4)RH

2
b sin θ (3.26)

ǫ
′(3)
yk = σ1R

3 cos θ+ σ2R
2Hb(2 + cos 2θ) + (3σ3 + σ4)RH

2
b cos θ+ σ5H

3
b (3.27)

σ1 to σ5 are the third order coefficients of spherical aberration, circular

coma, astigmatism, filed curvature, and distortion respectively and are often

referred to as Siedel aberrations. Similarly the 5th terms can be written as

ǫ
′(5)
xk = µ1R

5 sin θ + µ3R
4Hb sin 2θ + (µ5 + µ6 cos

2 θ)R3H2
b sin θ · · ·

· · ·+ µ9R
2H3

b sin 2θ + µ11RH
4
b sin θ

(3.28)

ǫ
′(5)
yk = µ1R

5 cos θ + (µ2 + µ3 cos 2θ)R
4Hb + (µ4 + µ6 cos

2 θ)R3H2
b cos θ · · ·

· · ·+ (µ7 + µ8 cos 2θ)R
2H3

b + µ10RH
4
b cos θ + µ12RH

5
b

(3.29)

where µ1 to µ12 are the 5th order aberration coefficients.

7th order terms are,
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ǫ
′(7)
xk = τ1R

7 sin θ + τ3R
6Hb sin 2θ + (τ5 + τ6 cos

2 θ)R5H2
b sin θ · · ·

· · ·+ (τ9 sin 2θ + τ10 sin 4θ)R
4H3

b + (τ13 + τ14 cos
2 θ)R3H4

b · · ·

· · ·+ τ17R
2H5

b sin 2θ + τ19RH
6
b sin θ

(3.30)

ǫ
′(7)
yk = τ1R

7 cos θ + (τ2 + τ3 cos 2θ)R
6Hb + (τ4 + τ6 cos

2 θ)R5H2
b cos θ · · ·

· · ·+ (τ7 + τ8 cos 2θ + τ10 cos 4θ)R
4H3

b + (τ11 + τ12 cos
2 θ)R3H4

b cos θ · · ·

· · ·+ (τ15 + τ16 cos 2θ)R
2H5

b + τ18RH
6
b + τ20H

7
b

(3.31)

where τ1 to τ20 are the 7th order aberration coefficients. The advantage

of using these coefficients is these can be calculated from the system physical

parameters- surface dimensions, thicknesses, and glasses’ refractive indices.

3.3.5.3 Calculating Aberration Coefficients of a rotationally sym-

metric system

Buchdahl has shown that the coefficients of any order can be calculated by

paraxial ray trace of two rays,

a. ray- marginal ray of on-axis object point and

b. ray- chief ray from the maximum radial field point.

He also showed that successive order coefficients can be derived from the

previous order coefficients in an iterative method [9]. The same methodology

is used to calculate the coefficients given the rotationally symmetric camera

optics description. This subsection presents briefly the computations.

Buchdahl has taken five chapters in his book Optical Aberration Coeffi-

cients, 1958 to present the formalism. It is not possible to concise it all into

a subsection. We suggest the reader go through the book for the formalism.

The system’s optic axis is along x-axis in Buchdahl’s work where as in our
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work the optic axis is along the Z-axis and the system is left-handed in both

cases.

The computations are carried out for system scaled to unit power. For

systems in air this gives an advantage by reducing some factors to unity like

N ′v′ok [15]. The basic elements of the computations are

� a-ray: A ray traced from the axial object point O0 (0, 0, lO1) with

paraxial coordinates at the object plane ya = 1, va = 1/lO1.

� b-ray: Paraxial principle ray from the object plane such that Hb = 1,

i.e. from the point O(0,−lO1, lO1) in the object plane aimed at axial

point E on the entrance pupil.

The paraxial coordinates of the ray at the object plane are yb =
p

(

1−
p

l01

)

and vb = 1
(

1−
p

l01

) . Where p is the distance of the entrance pupil from the

first polar tangent surface of the system. The computations start with these

rays’ trace through the system. Different terms are defined at each surface of

the system named t1, t2, t3, t4, · · · .

Following are the initial few steps of the calculations, a-ray’s coordinates

at ith surface is given by,

ya(i) = ya(i− 1)− t(i)× va(i)

Ia(i) = c(i)× ya − va(i)

Ipa(i) = k(i)× Ia(i)

va(i+ 1) = c(i)× ya − Ipa(i)

(3.32)

Where ya(0) = 1, va(0) = 1/lO1. and coordinates of the b-ray at ith surface

are given by,
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yb(i) = yb(i− 1)− t(i)× vb(i)

Ib(i) = c(i)× yb − vb(i)

Ipb(i) = k(i)× Ib(i)

vb(i+ 1) = c(i)× yb − Ipb(i)

(3.33)

where,

yb(0) = p/

[

1−
p

l01

]

, and vb(0) = 1/

[

1−
p

l01

]

(3.34)

c – Surface curvature of the system scaled to unit power, N – Refractive index,

k(i) = N(i)/N(i+1), t(i) – thickness between ith and (i+1)th surfaces. Some

of the terms defined at the ith surface are:
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Q(i) =
Ib(i)

Ia(i)

T1(i) = ya(i)

T2(i) = va(i)

T3(i) = Ia(i)

T4(i) = yb(i)

T5(i) = vb(i)

T6(i) = Q(i)

T7(i) = −T2(i)× T6(i) + T5(i)

T8(i) = (k(i)− 1)c(i)/N(i)

T9(i) = T 2
2 (i)

T10(i) = 0.5(va(i+ 1)− T3)N(i)× T1(i)× T 2
3 (i)× T8(i)/T7(i)

T11(i) = T6(i)× T10(i)

T12(i) = 2T6(i)× T11(i)

T13(i) = 0.5(T12(i)− T8(i))

T14(i) = T6(i)× T13(i)

(3.35)

The tertiary aberration coefficient contribution from the ith surface is

σ1i = T10(i)

σ2i = T11(i)

σ3i = T12(i)/2

σ4i = −T8(i)/2

σ5i = T14(i)

(3.36)

The related terms and the coefficients of 5th and 7th order aberrations are

detailed in reference [11]. The aberration coefficients of the complete system

of k-surfaces is given by
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σj =
k

∑

i=1

σji (3.37)

where, j = 1, 2, 3, 4 or 5.

µj =
k

∑

i=1

µji (3.38)

where, j represents any of the 1 to 12 of the 5th order aberration terms.

τj =

k
∑

i=1

τji (3.39)

where, j represents any of the 1 to 20 of the 7th order aberration terms.

3.3.5.4 HESP Camera Implementation:

The HESP camera is a five element system, with first four rotationally sym-

metric elements and the final field flattener with a cylindrical surface. The

first four elements are modelled as a single unit described in the above sec-

tion (from now on this will be referred to as camera-1). The output from

the camera-1 is traced through the field flattener to the detector plane. In

order to trace rays through the field flattener, the complete ray coordinates

with the direction components are required. Above subsections describe the

methodology to determine the rays’ intersection points on the Gaussian image

plane of a system.

In order to determine the complete ray coordinates out of camera-1, we

model the camera-1 in two configurations. Fig. 3.10 shows the two con-

figurations. The idea behind this implementation is determining the ray’s

intersection points on two different planes at the output side of Camera1,

from which the direction cosines of the ray can be calculated. In Fig. 3.10(a),

the camera is viewed as an imaging system with object plane at the entrance

pupil of the camera optics in the complete spectrograph, which is also the

pupil plane of the spectrograph. The entrance pupil of this system is at the
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Figure 3.10: Camera configuration with object plane at the camera system’s entrance
pupil in the spectrograph (b) Camera configuration with object plane at infinity

first surface of the first element of Camera1. In Fig. 3.10(b), the camera

is viewed as an imaging system for an object plane at infinity and entrance

pupil at the spectrograph’s pupil plane. Surfaces shown as Image plane in

both Fig. 3.10(a) and (b) are the Gaussian planes of the respective systems.

The objective of the model is to trace the chief rays, so aperture size

enough to accommodate the chief rays of the wavelengths of interest are

selected rather than the physical size of the optics. This also reduces the

number of aberration terms required to get accurate coordinates. Camera1

will be defined by its ABCD coefficients, the 3rd, 5th and 7th order aberration

coefficients for the two configurations.

Besides reducing the number of computations in each iteration during

optimization of the model to match it with the instrument, the main aim is

to derive a set of parameters that describe the camera to optimize. Camera

is assembled into its mount using a coordinate measuring machine (CMM),

hence the spacing between the elements is highly accurate at few microns. The

optics’ radii of curvature and thickness are also measured to good accuracy

of about 5 µm and 10 µm respectively. These may vary to a considerable

amount when the system is assembled in a particular temperature but is used

in a different temperature. But once the instrument becomes operational
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it is maintained at constant temperature with ±0.5 �. Model is using the

measured thicknesses and radii. Any discrepancies in these numbers will

lead to a difference in ABCD and aberration coefficients. Of these, ABCD

coefficients carry the most information. So the ABCD coefficients of the

system are chosen as the open parameters for the system.

Figure 3.11: Difference in aberration terms. Left: Vector plot of differences at different
points on the spectrum for one of the sets of thickness and radii. Right: top panel is the
difference in aberration terms’ x-coordinate, while the bottom panel is the difference in
aberration terms’ y-coordinate in pixel units of the points in spectrum shown in left panel
for different sets of thicknesses and radii.

In order to understand the effect of change in thickness and radii on the

aberration terms, few simulations were done for different radii and thicknesses

in possible range of changes estimated from the thermal expansion coefficients

of the materials of the camera system and a very basic FEA analysis of lenses

in their mechanical cells to estimate possible variations in radius of curvatures.

The difference in the aberration terms was plotted in Fig. 3.11. It can be

seen that the differences follow a pattern, which can be corrected for using

a polynomial in the end during the model optimization with the instrument

data.
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3.3.5.5 Wavelength Dependency of Coefficients

HESP covers wavelengths from 350 nm to 1000nm. The wavelength depen-

dency of refractive index of the optics is manifested in the wavelength de-

pendency of the different coefficients. In principle though we can calculate

the different coefficients for various wavelengths, we cannot afford to have

the ABCD coefficients of all the wave lengths as open parameters. The co-

efficients were calculated for various wavelengths and plotted, seen in Fig.

3.12.

Figure 3.12: Variation of the ABCD coefficients with wavelength

The functional form,

Λ(λ) = Λ(λm) +

(

aλ+
b

λ2
+
c

λ
+ d

)

(3.40)

fits the relation between the coefficients and wavelengths to a coefficient of

determination, R-square of 0.9999. Here, Λ can be any of A, B, C or D. λ

is wave length, λm is a particular selected wavelength (in general mid wave-
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length of the band) a, b, c and d are coefficients of the polynomial to fit. This

leaves just four parameters, (A(λm), B(λm), C(λm)andD(λm)), to include in

the open parameters set for final optimization of the model to match the

instrument.

The output from Camera1 is the ray coordinates at the last surface of the

Camera1. From this surface the ray will be traced through Field flattener

lens. The lens is a singlet with a flat surface and a cylindrical surface. 3D

refraction at the surface interface and ray trace within the lens is used to

trace the ray through the lens similar to prism (Equations 3.12 and 3.14).

Cylindrical surface radius of curvature and thickness of the lens are the inputs

to this module.

Finally, the attributes to the camera class are the ABCD coefficients, the

aberration coefficients and the field flattener surface radii and its thickness.

The class construct function includes the calculation of the ABCD and aber-

ration coefficients when required. The transformation function’s input are

the ray coordinates on the first surface of the camera and the output is the

ray coordinates on the last surface of the filed flattener.

3.3.6 Detector

Detector is defined by its pixel size and the total detector dimensions. The

transformation function converts the position on the image plane from dis-

tance units (mm) to pixel units.

3.4 Total System Description

The complete spectrograph is described by the components in proper order

and the tilts and decentres associated with them. The chief ray trace starts

with the ray description at the first component, the slit. The position on

the slit, the direction cosines of the ray and the wavelength are the required

starters. As we are tracing just the chief rays, the ray’s direction vector is (0,
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0, 1).

An excel sheet describing the components and the distances between them

(Fig. 3.13) will be read and the ray will be traced from one component to the

next using the trace equation 3.14. The different columns in the Fig. 3.13

are as follow:

1. Component Name: This defines the component

2. The distance from present component to next

3. 3rd to 5th columns: Tilts in x, y and z axis to be applied at the input

surface of the component

4. 6th to 8th columns: Tilts in x, y and z axis to be applied at the output

surface of the component

5. 9th to 10th columns: Decentres in x and y axis at the input surface of

the component

6. 11th to 12th columns: Decentres in x and y axis at the output surface

of the component

7. 13th to 14th columns: These define the order of decentring and tilts to be

applied at the input and output surfaces of the component respectively

The ray coordinates are transformed for the tilts associated by multiplying

with the coordinate transform matrix

R = Rµ/xRv/yRτ/z (3.41)

where,

Rµ/x =











0 0 1

cosµ sinµ 0

− sinµ cosµ 0











(3.42)
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Figure 3.13: Spread sheet description of the instrument



Chapter 4

Matching model with the Instru-

ment

4.1 Introduction

Once the model is constructed, the next step is to adjust the parameters in

the model to match the built instrument as described in the introduction to

Chapter 3. The parameters that need to be adjusted cover various aspects of

a working instrument, the measured dimensions of the manufactured optics,

glass details, and the environment conditions. The optimization procedure

adjusts the parameters in the model to match the calibration data taken with

the instrument. We had an advantage of developing the model, while the

hardware subsystems of the instrument were underway. This gave a good

understanding of the built optics and opto-mechanics of the instrument.

Fig. 4.1 shows a flowchart of the entire steps involved in the case of a

model based technique. The core of process is the physical model, which has

an accurate mathematical formalism to represent the real instrument and a

set of parameters which could change during observations and environmental

conditions.
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Figure 4.1: Flowchart of the model based technique (Bristow 2008).

An initial model corresponds to mapping of predefined slit position on to

a final position on the CCD, for a set of accurate Thorium Argon Atlas wave-

lengths and a set of parameters that will be optimised. The ThAr calibration

exposures that are used for the wavelength calibration of the science data will

be used to match the initial model. The centeroid positions of a set of good

ThAr features will be measured and matched with the predicted position of

the model. A merit function (generally root mean square error) is constructed

to minimize the difference between the model predictions and the measured

centeroid values the ThAr features from the calibration frame. The model

parameters will be changed until a minimum value of the merit function is

reached, that determines the final parameters for which the calibration match

the model. To change the input model parameter in an iterative fashion, we

use a global optimizer, that will also help the merit function not to get stuck

in a local minima.

In this chapter all the modules in the flow chart other than the physical
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model will be discussed. We will discuss the choice of model parameters that

is used for minimizing the merit function, ,the ThAr atlas, and decision on

accurate wavelength features. We also discuss the measurement of centeroid

of the features in the image, environmental data , optimization routine , glass

refractive indices.

4.2 Choice of model parameters for optimiza-

tion

As discussed in Chapter 3, various physical parameters, which are distances

between the components, tilts associated with various surfaces, decenters in

the positions, form the parameter set for the model. The intial instrument

model has parameters that are same as the values from the design file. A total

of 45 parameters were considered in HESP model: Slit x, y and z-tilts, slit x

& y decentres, slit to collimator distance, x and y tilts, Collimator to Echelle

distance, Echelle x, y and z- tilts, Echelle grating constant, Collimator to slit

mirror distance, Fold mirror x and y-tilt, x and y decentres for prism1, fold

mirror to prism distance, prism 1 y-tilt, prism 2 decentre, prism 1 to prism 2

distance, camera x and y decentre, prism 2 to camera distance, y-tilts before

and after prism2, prism1 and 2 x-tilt, camera to filed flattener distance, Filed

flattener and CCD x and y decentre, x, y and z tilts of field flattener and

CCD , field flattener to CCD distance, CCD x and y decentres, CCD x, y

and z tilts.

Once the instrument is built, these values may vary slightly from the in-

strument design parameters, so it is necessary to establish the true values.

This may also be the case after a major maintenance intervention, upgrade

to the instrument or even an earthquake, resulting in a physical change in

the instrument. Some of these crucial parameters are chosen as parameters

for optimization using the calibration images, in order to match the model
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with the instrument. Out of the 45 total parameters of the spectrograph 25

are used in optimization. The effect of various parameters at the detector

plane for different wavelength is studied using patterns of vector maps show-

ing the difference between the design and perturbed mapping of the spectral

positions. Fig. 4.2 shows some examples of vector maps showing the differ-

ences in position of selected spectral line features when various parameters

are perturbed a little. Blue Points represents the spectral features across

the detector location as per the design (nominal position) and the arrow of

vectors indicate drift in the features with change in parameters.

Figure 4.2: Shift in spectrum for different parameter values. Two different parameter
subsets were changed a little from the nominal. The blue points show the scatter of selected
wavelengths across the spectrum. Red arrows indicate the shift in these positions from the
nominal when the parameter subsets are changed.

Though the final shifts are a combined effect of all the parameters, by

selecting subsets of parameters, and studing the residuals, gives a better un-

derstanding of the choice parameters for optimization. For example, though

the major shifts in the high dispersion and cross dispersion directions can

be attributed to Echelle and fold mirror angles, the second and higher order

shifts cannot be attributed to the same. An example is shown in Fig. 4.3.

A ThAr spectrum is obtained from the aligned instrument and only few

of the basic parameters like the Echelle x-tilt, fold mirror y-tilt, slit decentre,

collimator and prism tilts are optimized. Fig.4.3 shows the vector plots for
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Figure 4.3: Left: Vector plot of difference of feature position from instrument and model
predictions. Centre & Right: Vector plots of difference of feature positions from instrument
and optimized model predictions (model optimized for two different subsets of parameters).
The residual patterns are an indication of missing parameters used for optimization. The
pattern itself is an indication of what parameters may be missing.

residuals before and after optimization with selected parameters. There is

a possibility of some parameters compensating for others causing degener-

ate states. While these will be hard to resolve, they can be minimized by

understanding the instrument alignment and its components manufacturing

procedures. The measurements of the manufactured and aligned optical and

mechanical components can correct for maximum differences, and an under-

standing of the operation of the instrument and the conditions in which it

operates can dictate the bounds on the parameters for optimizing and hence

minimising the number degeneracy states.

4.3 Wave length features Selection and cen-

troid determination of features

The centroids of several selected features from the ThAr will be used to op-

timize the parameters of model. It is important to know the accurately the

wavelengths of these selected ThAr features and apart from accurate measure-

ment of the centroids of features itself. Measurement of ThAr emission line

wavelengths with very high precision and internal consistency were published



4.3 Wave length features Selection and centroid determination of
features 63

by Palmer & Engleman [37] using the 1-m Fourier Transform Spectrometer

(FTS) of the National Solar Observatory at Kitt Peak using a commercial

thorium-neon hollow cathode lamp [5]. Since then they are measured many

times, of which the notable are - by Lovis & Pepe [28] using the High-Accuracy

Radial-Velocity Planet Searcher (HARPS) [39], in the near infrared (NIR)

through 5500 nm (1800 cm−1) at a lamp current of 320 mA by Engleman et

al. [18] using the McMath 1-m FTS, the NIR spectrum measured with the

National Institute of Standards and Technology (NIST) 2-m FTS [36] from

691 nm to 5804 nm with a hollow cathode lamp running at 20 mA by Kerber

et al. [24]. Also since 1983, a number of thorium lines have been measured

with high accuracy by laser spectroscopy [16, 17, 45]. Most recently Redman

et al.[42] have re-measured more than 1600 Th lines in NUV to NIR.

Atomic emission lines are caused by electron transitions from upper to

lower energy levels. The accuracy of the wavelengths depends on the ac-

curate values of the individual energy levels. Based on these energy levels,

wavelengths of all possible transitions are calculated, which called the Ritz

wavelengths. These Ritz wavelengths are compared with the observed wave-

lengths and an optimized list of wavelengths are compiled. For few electron

atoms the calculated energy levels are more accurate than many electron

system. The compilations discussed above is a combination of theory and ex-

periment values. In [37], many energy levels of Th I and Th II are determined.

Redman et al. [42] have re-optimized the energy levels of neutral ThI, Th II

and Th III and calculated a list of 19874 Ritz wavelengths between 250nm

to 5500 nm using previously published work mentioned above and their own

measurements from 2-m FTS at NIST.

It can be noticed that all these studies have given emphasis is on Th lines,

the reason is that Ar lines are highly susceptible to pressure shifts and the

electrical current used for operating the lamp. The lines shift of Ar due to

environmental conditions is of the order of several tens of m/s [28], so we

will avoid using them for our purpose. Most ThAr lines have blended nearby
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lines, even at R ∼ 150000. This linelist [42] cannot be used directly as it is

used in FTS which has R >120000, while HESP operates at R ∼ 30000 and

60000.

The Ritz wavelengths in vacuum are used in the linelist compiled by Red-

man et al. (2014). Since HESP does not operate in vacuum, the wavelengths

have to be calculated for the environmental conditions in the spectrograph

enclosure. Wavelength in air is calculated by

λair =
λvac
n

(4.1)

where n is the refractive index of air. Ciddor equation is used for calculat-

ing refractive index of air. We use the calculation followed by NIST. Inputs

to the equation are: vacuum wavelength, pressure (p) in Pascal, temperature

(t) in Celsius, CO2 concentration, humidity as mole fraction.

Calculation:

Definition of constants:

w0 = 295.235

w1 = 2.6422

w2 = −0.03238

w3 = 0.004028

k0 = 238.0185

k1 = 5792105

k2 = 57.362

k3 = 167917

a0 = 1.58123× 10−6

a1 = −2.9331× 10−8

a2 = 1.1043× 10−10

(4.2)

b0 = 5.707× 10−6

b1 = −2.051× 10−8

c0 = 1.9898× 10−4

c1 = −2.376× 10−6

d = 1.83× 10−11

e = −0.765× 10−8
(4.3)
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pR1 = 101325

TR1 = 288.15

Za = 0.9995922115

ρvs = 0.00985938

R = 8.314472

Mv = 0.018015

(4.4)

If s = 1/λ2, λ being wavelength in vacuum,

ras = 10−8

(

k1
k0 − S

+
k3

k2 − S

)

rvs = 1.022× 10−8
[

w0 + w1S + w2S
2 + w3S

3
]

(4.5)

If xCO2 is CO2 concentration in µmol/mol,

Ma = 0.0289635 + 1.2011× 10−8(xco2 − 450)

raxs = ras
[

1 + 5.34× 10−7(xco2 − 450)
]

T = t+ 273.15

Zm = 1−
p

T

[

a0 + a1t + a2t
2 + (b0 + b1t)χ

2
v

]

+
( p

T

)2

(d+ eχ2
v)

(4.6)

where, Mole fraction,

χv =
RH

100
× f(p, t)×

pxv(t)

p
(4.7)

Where RH is relative humidity in percent (between 0 to 100) and satura-

tion vapour pressure,

psv = 106(2C/X)4 (4.8)
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K1 = 1.16705214528× 103

K2 = −7.24213167032× 105

K3 = −1.70738469401× 101

K4 = 1.20208247025× 104

K5 = −3.23255503223× 106

K6 = 1.49151086135× 101

K7 = −4.82326573616× 103

K8 = 4.05113405421× 105

K9 = −2.38555575678× 10−1

K10 = 6.50175348448× 102

Ω = T +
K9

T −K10

A = Ω2 +K1Ω+K2

B = K3Ω
2 +K4Ω +K5

C = K6Ω
2 +K7Ω +K8

X = −B +
√
B2 − 4AC

(4.9)

And,

ρaxs =
pR1Ma

ZaRTR1

ρv =
χvpMv

ZmRT

ρa =
(1− χv)pMa

ZmRT

n = 1 +
ρa
ρaxs

raxs +
ρv
ρvs

rvs

(4.10)

n is the refractive index of air at given environmental conditions. Using n

and the equation 4.1 wavelength in air can be calculated for a given vacuum

wavelength.

To find the centroid of a particular feature, the feature is identified in

the 2D spectrum. A subsection of the image that is 3 times the FWHM of
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the feature is extracted around the feature. Background from the subsection

is subtracted and two 1D images are extracted by summing the subsection

along two axes. A Gaussian function is fitted to the extracted 1D data and

the centres of the two functions give the centroid of the feature. In order to

take into account the continuum, following Gaussian functional form is used:

i(x) = Ie−
(x−a)2

2σ2 + bx+ c (4.11)

where bx+ c takes care of the counts and slope in the continuum.

In some cases when multiple features are present in the subsection , sum of

multiple Gaussians is fitted to the 1D data which otherwise may cause a shift

in the centroid of the feature of interest. However, for the model predictions,

the lines which are isolated with no blends are chosen for optimization. Since,

some of the blended lines are separated by less than the FWHM that will

naturally limit the accuracy of optimization. Error in fitting a single Gaussian

of a blended feature will shift the centroid of the actual value towards the

blended feature. This shift is dependent on the separation and the intensity

ratio of the lines. Numerical simulations were performed to study the effect

of separation and line strength ratio on the shift, and are shown in Fig. 4.4.

Figure 4.4: Numerical simulation results showing the shift in Centroid fitted for blends
for different separations and intensity ratios
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The plot shows the shift in centroid as fraction of FWHM in colour code

for separation as fraction of FWHM and ratio of intensities. Also strong lines

(not saturated) that can provide accurate centroid with small uncertainties

were chosen.

4.4 Optimisation routine

The merit function which is the root mean square of difference between model

predictions and instrument has multiple local minimum and may not have

smooth functional form makes it difficult to calculate derivatives that are

needed for regular optimization routines. Therefore simulated annealing op-

timization was employed for the purpose. Simulated annealing is a global

optimizer that uses random search technique developed in 1983 [27] for highly

non-linear problems. A key feature of simulated annealing is that it provides

means to move away from local optimum by allowing ways to escape them

probabilistically. Its ease of implementation and hill-climbing moves to escape

local minima made it popular over past few decades.

Simulated annealing (SA) is named after its analogy with the process of

physical annealing with solids where crystalline solid is heated and then cooled

very slowly until it attains its minimum lattice energy state. Starting with

an initial guess of the solution, SA algorithms generate a new point randomly

at each iteration. The extent of area around the current position, in which a

possible new point will be selected is based on a probability distribution with

a scale proportional to temperature. First a random direction vector in the

parameter space is generated and is then multiplied by step size dependent

on temperature, which can be either same in all directions or different in

different axes. Initially when the temperature is high, the possible new point

can be from a larger area in the parameter space allowing a global optimum.

With time, the temperature is scaled down, the search area gets smaller and

smaller converging onto the minimum point.
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For every new point, the objective function, f , is calculated and is com-

pared with the current point’s objective function. If the new point gives a

smaller function value, the new point is accepted always. If the function is

greater than current point function, it may be accepted with a certain prob-

ability. By accepting the points that increases the value of the objective

function helps avoiding to get trapped in local minimum. The most fre-

quently used acceptance function is the metropolis function. The probability

of accepting a new candidate w′ as the current solution w is

p(acceptance) =











e−(f(w′)−f(w))/tk , f(w′)− f(w) > 0

1, f(w′)− f(w) ≤ 0

(4.12)

For every temperature, tk, this procedure is repeated for a predefined

number of times or till the objective function reaches the stopping criteria.

tk is the temperature parameter of the annealing procedure at the outer loop

kth iteration such that

tk > 0, lim
k→∞

tk = 0 (4.13)

Since the annealing schedule defines the degree of uphill movement per-

mitted during the search, it is critical to the algorithm performance. The

basic idea of the schedule is that ascent steps should be accepted with low

probability when the current point is in the vicinity of global optimum. For

the annealing schedule following needs to be specified,

Initial temperature, T0 should be hot enough to allow a move to almost

any neighbourhood state. If this is not done then the ending solution

will be the same (or very close) to the starting solution. Alternatively,

we will simply implement a hill climbing algorithm. If the temperature

starts at too high value then the search can move to any neighbour and

thus transform the search (at least in the early stages) into a random

search.
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Final temperature, Tf ideally zero. However, this can make the algorithm

run for a lot longer. It is not necessary to let the temperature reach

zero, the stopping criteria can either be a suitably low temperature or

when the system is “frozen” at the current temperature (i.e. no better

or worse moves are being accepted).

A length for the Markov chains ( number of iterations per temperature, tk)

A rule for decrementing the temperature, simplest and frequently used being

tk+1 = αtk.

Following steps presents the complete algorithm:

� Set all the initial parameters, Initial guess, w, starting temperature t0,

number of iterations per temperature, M , stopping criteria, tempera-

ture scale α.

� Repeat till Stopping condition meets.

� For j = 1 to M , generate new point, w′

� Check if f(w′)− f(w) is less than zero

� If it is less than zero, w = w′

� If not, generate a random number 0 < r < 1, if

p = e−(f(w′)−f(w))/tk > r, then, w = w′.

� Next j

� tk+1 = αtk

� Check for stopping condition.
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4.5 Glass Refractive indices

Optical glasses are classified by their chemical components. In HESP, prism

and the camera optics consist of various glasses from OHARA and SCHOTT.

BSL7Y was used for the cross disperser prisms, and S-FPL51Y, BAL15Y,

S-FSL5Y, BSL7Y, N-BAK2, F SILICA are used for camera optics. Optical

properties of relevance for any glass are – refractive index, dispersion formula,

and effect of temperature on refractive index.

Any glass manufacturer’s catalogues provide all the required information.

Since, we do not have the facilities to carry out these measurements; we had

to rely on the methods and results from the manufacturer. According to

the information from the vendor [1, 2] refractive index of glass is measured

using either v-bock refractometer which gives an accuracy of about +3E-5 or

with precision spectrometers that can measure indices at an accuracy level of

4E-6. Refractive index homogeneity is measured using interferometers with

accuracy of around 10nm wavefront peak to valley. In general manufacturers

provide refractive index values for some wavelengths. In order to calculate

the refractive index at any wavelength, dispersion formula is defined. There

are many formulas that fit the dispersion but the most generally used is the

Sellmeier formula,

n2 − 1 =
A1λ

2

λ2 − B1
+

A2λ
2

λ2 −B2
+

A3λ
2

λ2 − B3
(4.14)

where A1, A2, A3, B1, B2 and B3 are the constants that can be found by least

square fitting using the refractive indices of standard wavelengths measured

from several melt samples and λ is wavelength in micrometers. The formula

is valid only in the spectral range defined. Using Eqn. 4.14, the refractive

index of any wavelength can be found to an accuracy of about +5E-6.

Refractive index is affected by change in temperature; The temperature

coefficient of refractive index is used to take care of this. But a single number
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will not be enough given the non-linear variation of the indices with temper-

ature. Schott Glass Technologies Inc. has developed a model for calculating

the change in refractive index with temperature described as following:

Manufacturers determine the temperature coefficient of refractive index dn/dt

by measuring the refractive index from -40 to 80 � at different wave lengths.

From these the absolute refractive index can be calculated by

(

dn

dt

)

absolute

=

(

dn

dt

)

relative

+ n
dnair

dt
(4.15)

The temperature coefficients of absolute refractive indices at any temper-

ature and wavelength can be calculated using

dnabs(λ, T )

dT
=
n2(λ, T0)− 1

2n(λ, T0)

(

D0 + 2D1∆T + 3D2∆T
2 +

E0 + 2E1∆T

λ2 − λ2TK

)

(4.16)

where,

T0 Reference temperature specified for the glass

T Temperature in �

∆T Temperature difference with respect to T0

λ Wavelength in vacuum

D0, D1, D2, E0, E1, λTK are constants depending on glass type

Using the measured dn/dt data, the constants in Eqn.4.16 is derived. The

constants in this formula are given in the data sheets. These values are

meant to be approximate guiding numbers and manufacturers can provide

measurements on individual melts on request.

Following steps are used in the calculation of refractive index of a glass

using the above equations at a given wavelength and temperature.

� Wavelengths in the air are calculated given the environmental data using

Eqn.4.1 – 4.10
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� Absolute refractive index of air at temperature Ts and pressure Ps is

calculated using

nair = 1 +
(nref − 1)P

1 + (T − 15)(3.4785× 10−3)

nref = 1 +

[

6432.8 +
2949810λ2

146λ2 − 1
+

25540λ2

41λ2 − 1

]

× 10−8

(4.17)

where λ is wavelength at the system temperature and pressure.

� If Tref and Pref are the reference temperatures of the glass specified

in the glass catalogues, nair(Ts, Ps) and nair(Tref , Pref) are calculated

using Eqn.4.17.

� Relative wavelength is calculated as shown below,

λrel = λ
nair(Ts, Ps)

nair(Tref , Pref)
(4.18)

� Using the dispersion Eqn.4.14, we calculate relative index at reference

temperature and pressure, nrel(Tref , Pref) at λrel, and absolute refrac-

tive index

nabs(T0, P0) = nrel(T0, P0)× nair(T0, P0) (4.19)

� Refractive index at the system temperature and pressure can be calcu-

lated from,

nabs(Ts, Ps) = nabs(T0, P0) + ∆nabs (4.20)

where, ∆nabs is calculated using Eqn.4.16 with

n = nrel(Tref , Pref),

∆T = Ts − Tref ,

λ = λrel

(4.21)
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� Finally,

nrel(Ts, Ps) =
nabs(Ts, Ps)

nair(Ts, Ps)
(4.22)

In order to match model with the instrument, it is important to get the

refractive index data correct. Since the glass blanks were purchased much

before this work was initiated, we did not request the glass manufacturers for

the coefficients and data of the melt. The refractive indices and dispersion will

vary slightly from melt to melt, as these are highly dependent on annealing

factors. Ohara melt data contained the refractive indices nC, nd, nF, ng

which are at the spectral lines of wavelengths 656.27 nm, 589.29 nm, 486.13

nm, 435.835 nm respectively, Schott melt data report contains nd, ne, νd, νe,

nF – nC, nd – nC, nF – nd, nF – ne, ng – nF, nF’ – nC’, nF’ – ne where

ne, nC’, nF’ are indices for wavelengths 546.07 nm, 643.85 nm, 479.99nm

respectively. νd, νe are the Abbe numbers quantifying dispersion given by,

νd =
nd− 1

nF − nC

νe =
ne− 1

nF ′ − nC ′

(4.23)

Using these numbers from the melt data, the coefficients of the dispersion

formula are adjusted. If the complete data of the melt was obtained from

the manufacturer a more accurate dispersion formula is possible. In order

to understand the implications of difference in coefficients from actual values,

some simulations were performed. Two components that use this information

are the prisms and the camera optics.

Prism is responsible for the cross dispersion of the different orders. A

difference in the dispersion formula will cause a difference in the order spacing

and to very small extent order tilts. Since we are using only four or six indices

available to adjust the dispersion solution, two different optimizations were

tried,

1. A1, A2, A3 were optimized to fit to the data
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2. B1, B2, B3 were optimized to fit to the data

to induce difference in dispersion formula. A difference in the profile of the

dispersion formulae is obvious between the two cases. Fig.4.5 shows the dif-

ference in the profiles for one of the glasses from the other which is of the

order 10−5.

Figure 4.5: Difference in the refractive index for two optimizations described in text

Fig. 4.6 4.6 shows the shift in the spectrum due to this difference in the

prism glass dispersion in HESP spectrograph, assuming the values used for

the glasses in the camera optics is accurate. It will be difficult to isolate

this effect from all the rest of the parameters in the model. Also during

optimization, this effect may be compensated by other parameters. Hence,

the best choice will be to get the most precision melt data from the glass

manufacturers or make measurements in any other facility.

Fig. 4.7 shows pattern in the changes in spectrum with a little alteration

of the dispersion coefficients in camera optics. With the discrepancies from

measurements and fitting errors kept within possible limits, the spectrum

shifts were well within one pixel. In the Fig. 4.7 it can be seen that for

various differences introduced, the pattern introduced is similar with varying

magnitudes.
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Figure 4.6: Depiction of shift in spectrum from calculated positions due to mismatch in
prism glass refractive indices data. Left: Vector plot showing the pattern in shift, Right:
Shift in cross and high dispersion coordinates with respect to cross dispersion coordinate
of the wavelengths positions on the CCD

Figure 4.7: Depiction of shift in spectrum from calculated positions due to mismatch in
camera glasses refractive indices data. Left: Vector plot showing the pattern in shift, Right:
Shift in cross and high dispersion coordinates with respect to cross dispersion coordinate
of the wavelengths positions on the CCD for multiple cases

When the spectrum is taken from the instrument, the difference between

standard model of the design file and the instrument is a result of all the

discrepancies in the system which is not easy to separate. Hence the differ-

ences will be treated as a polynomial correction. This will be discussed in the

results chapter when the data from the instrument is handled.

In order to understand how the optimization is going to work with differ-
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Figure 4.8: Residuals in the wave lengths positions on the CCD after optimization of
the model for two cases. +: when the glass data of the model and instrument matched, o:
glass data between model and instrument differ

ences due to mismatches in glass data used, a simulation was done. Multiple

parameters of the glass data were changed randomly by a small amount and

differences in the positions of the features were calculated. Using this changed

glass data, a final optimization of the model was carried out. In Fig.4.8 the

residuals for two cases was shown. + sign shows the residuals when the glass

data of the model and instrument are same. O sign shows the residuals when

the glass data had discrepancies in model and actual instrument. The resid-

uals from the later case are not totally compensated by the parameters used

for optimization. It is observed that the discrepancy due to glass data for the

prism is compensated to some extent by other system parameters used in the

optimization, while large residuals are still present showing the effects from

the inaccurate camera optics glass dispersion data. Hence a discrepancy can

be detected due to the inaccurate input data, however the actual contribu-

tion from each component giving raise to the differences cannot be worked

out from this.



Chapter 5

Results

Performance of the model is evaluated by comparing the output with the

standard commercial raytrace software like, Zemax. Raytrace is carried out

for a list of reference wavelengths using the analytical model and the resultant

cenroid positions at the CCD plane are compared with the results from Zemax

software. The plots in Fig.5.1 show the differences in the centroid position of

the reference wavelengths in x and y coordinates between Zemax and model.

We also show the effect of inclusion of various orders in aberration terms. As

expected, the contribution from the third order term dominates. Including

contributions of terms till the seventh order reduces the difference between

the model and ZEMAX to an order of 10−5 mm.

After an initial alignment of instrument at the Kiwistar lab, several Tho-

rium Argon spectra were taken and the following aspects of the model was

tested using these ThAr spectra.

1. Accuracy of the model predictions.

2. Effect of noise in the model predictions

3. Reliability of the estimated parameters

4. Shift in spectrum
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Figure 5.1: Plots showing the difference between Zemax trace and model for various
aberration terms included. First column is the difference in x-coordinate, second column is
the difference in y-coordinates. Each row of plots is difference in coordinates when various
orders of aberration terms added as indicated in the far left of each row. X-axis of the
plots is wavelength in microns, y-axis is the difference in the coordinates in mm

5. Accuracy of dual fiber in tracking the relative shifts.

5.1 Accuracy of the analytical model

5.1.1 Preliminary data and Optimization of the model

we start with validaton of the accuracy in the prediction of thewavelength

position. Several ThAr features distributed all over the CCD were chosen.

The features that are selected are strong enough and isolated to get minimal

measurement errors in the determination of the centroids as described in
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chapter 4. Fig.5.2, shows the distribution of 92 features over the spectrum

that were selected for measuring the centroids. ThAr spectrum from the

instrument at the room temperature was used for this. Though the room was

thermally controlled, the electronics and computers were placed in the same

room. The passive inner enclosure was placed on the table. Left hand side

panel in the Fig.5.2. shows the trace of the 64 orders and the 92 lines selected

over plotted.

In order to understand the effect of different parameters, various subsets

of the parameter were optimized, and differences in the predicted wavelength

position to the measured values are compared. As discussed in Chapter 4,

parameter set is updated studying these residual patterns. The right hand

side panel of the Fig.5.2 shows the plot with difference between the mea-

sured line positions and the predicted positions from the optimized model for

both high dispersion direction and cross dispersion direction with all relevant

parameters included in the optimization set.

Figure 5.2: Scatter on the left shows the selected features’ positions on CCD across
different orders of ThAr spectrum from the instrument that are used for optmizationt.
The plots in the upper right panel and the lower right panel are the differences in high
dispersion and cross dispersion coordinates of measured positions and optimized model
predicted positions for all the features used for optimization

In order to test for the accuracy of the optimized model, a new set of

lines which are not already used for optmization are used. A new set of
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Figure 5.3: Left: Selected test features’ positions across different orders used to test the
accuracy of the optimized model. Right: Scatter of residuals for test features. The box
represents one pixel

about 200 lines are selected shown in the Fig.5.3 left panel to check the

accuracy of the optimized model. Fig.5.3 shows the residuals of the optimized

model predictions and measured positions for these 200 lines. The size of box

showing the scatter represents a pixel.

The scatter of the residuals is mostly concentrated at the centre. The

points that are far from the centre are mostly due to issues with centroiding

of the features- either due to multiple features in the subimage that are un-

accounted for or a very low signal to noise ratio of the feature. The effect of

unaccounted multiple features in the subsection of the image can be seen as

the greater spread in the high dispersion direction (horizontal axis in Fig.5.3)

than the cross dispersion direction.

The instrument was also tested in an environmental chamber with regu-

lated temperature and pressure. The computers and relevant electronics were

placed outside the chamber. An ambient temperature of 170C and 1.0159 KPa

pressure is maintained in the chamber. Within the inner enclosure, the mean

temperature was 16.79 0C. The above described accuracy test was repeated

on the ThAr exposures taken in the chamber.

The same 92 features’ centroids were determined from the new exposures
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and the model was optimized. Figure shows residuals of 1000 test features

used to test the accuracy. The features selected (Fig.5.2) for optimizing the

model are not uniform and some of the regions of the spectra are not covered.

A new subset of 300 lines to optimize the model was chosen as shown in

the Fig.5.4 to see if the number of distribution of the features selected for

optimization has any effect on the final optimized model.

Figure 5.4: A new set of 300 lines selected for optimization to test the effect of number
of features used for optimization on the accuracy of the optimized model

Panel on the right in Fig.5.5 shows the scatter of residuals of the 500 test

features for the 300 features based optimization. The scatter on the left panel

(which is based on the model derived from optimization using only 92 fea-

tures) shows a larger scatter and lacks general symmetry. Table 6.1 compares

the performance of optimizations using 92 ad 300 features. Root mean square

of the residuals was calculated to compare between for the two plots.

RMS for 92 feature optimization: 0.1087

RMS for 300 feature optimization: 0.0602
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Figure 5.5: Scatter of test features’ residuals in position for optimization using 92 features
(left) and 300 features (right). Right panel shows a more symmetric scatter centred around
(0,0)

This can be explained with the obvious reason that the parameters will

be optimized in order to minimize the difference. When the features selected

are concentrated in only a particular region, the optimization will terminate

as long as the difference is minimized for that region of the spectrum. So

features distributed all over the spectrum is desirable for optimization.

Table 5.1: Performance comparison for optimizations using 92 ad 300 features.

Number of features Axis Mean of error Standard deviation of error
for optimisation (Accuracy in pixel) (precision in pixel)

92 High 0.0377 0.1452
Cross -0.0355 0.0731

300 High 0.0126 0.1183
Cross 0.0027 0.0585

5.1.2 Weighted RMS Merit Function

The merit function used so far has been the sum of squares of difference of the

coordinates of the centroids of ThAr features from calibration frame and the

predictions of the optimized model. This has equal weights for all the ThAr

features, however different Thorium lines considered have different intensities.
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In order to take into the intensity dependent centroid uncertainties, weighted

root mean square error is used as the new merit function. The reciprocals of

error in centroids are taken as the weights so that the features with less error

are given more preference in the merit function. A set of wavelength features

with good intensity levels are chosen and model is optimized. The table 1 in

Appendix A gives wavelengths and the ecehlle order number of the features

used for weighted RMS optimization. A total of 550 features were identified.

Fig.5.6 shows the scatter of residuals of the same.

Figure 5.6: Residuals of the high dispersion axis coordinates of 550 features used for
optimization with weighted mean square as the merit function. Top panel: Difference
between measured and optimized model predicted high dispersion axis coordinates versus
High dispersion coordinate of the respective feature, Bottom Panel: Difference between
measured and optimized model predicted high dispersion axis coordinates versus Cross
dispersion coordinate of the respective feature

In the residuals versus cross dispersion coordinate plots (Fig.5.7), the

residuals are large at the far left end, which in agreement with the reduced

intensity in the blue end of the spectrum. The number of lines selected in

different orders is different. While some mid orders have huge number of us-

able lines, blue and red ends have few features. Fig.6.8 shows the histogram

of number lines in different orders.

To understand if the number of features in different orders has any effect

on optimization of the model, almost same number of features were selected



5.1 Accuracy of the analytical model 85

Figure 5.7: Residuals of the cross dispersion axis coordinates of 550 features used for
optimization with weighted mean square as the merit function. Top panel: Difference
between measured and optimized model predicted cross dispersion axis coordinates versus
High dispersion coordinate of the respective feature, Bottom Panel: Difference between
measured and optimized model predicted cross dispersion axis coordinates versus Cross
dispersion coordinate of the respective feature

Figure 5.8: Histogram showing the number of features selected for optimization in dif-
ferent orders

in each order (four or less features per order) and model is optimized (Table 2

Appendix A). Fig.6.9 shows the residuals from this optimization using almost

same number lines in all orders.

From the scatters it is obvious that the residuals pattern is not affected

by choosing less number of lines per order as long as they cover the spectrum.

In principle it is not necessary to select features in every order, but to opti-

mize the model to a good accuracy including the non-linearities, it is good
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Figure 5.9: Black scatter points are same as Fig 5.6 and Fig 5.7. These scatters are over
plotted with the respective residuals of the 233 features (a subset of the 550 features) after
the model was optimized using the 233 features

to choose a uniform distribution of lines covering the edges and the center

regions equally considering there are no discontinuities in the dispersion and

distortions in the spectrum. 720 features which are not used for optimization

were used to test the accuracy of the optimized model. Scatter of residuals

(blue points) in the Fig.6.10 shows the performance of the optimized model.

A low order 2D polynomial is fit to the residuals to take care of the patterns

observed. Green scatter in Fig.6.10 shows the residuals after the polynomial

fit. The box around the scatter depicts one pixel size. Table 5.2 shows the

mean and standard deviation of test features’ residuals.
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Table 5.2: Mean and Standard deviation of test features’ residuals

Axis Residual mean Residual standard
value (pixel) deviation (pixel)

High 0.006915 0.1115
Cross 0.000249 0.0587

Figure 5.10: Scatter of 1000 test features’ residuals in position for model optimized using
233 features and weighted mean square error as the merit function. Blue: Residuals before
the polynomial fit to correct for the residual patterns seen in Fig.6.9, Green: Residuals
after the 2D polynomial fit to correct the residual patterns seen in Fig.6.9

Outliers

The residual scatters in both Fig.5.5 and 6.10 have similar extreme outliers.

It is important to understand the reason for the outliers since a realistic

model, good S/N lines and very small uncertainties in the wavelengths should

not cause such high discrepancy More scatter can be observed in the high

dispersion direction than the cross dispersion direction. The black lines shown

in Fig.5.11 (High dispersion coordinate residuals for different test features)
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depict the 0.05 pixel and 0.1 pixel bounds. From visual observation, most of

the lines are concentrated between the 0.05pixel bounds. About 80% of the

residuals are between -0.1 pixel and 0.1 pixel, and 63% of lines residuals are

between -0.05 and 0.05 pixel. An improper fit to the model is expected to

show a trend in the residuals, hence the large residual and outliers could be

due to issues in the centroid measurement of the Th features in the image,

uncertainty in the wavelength of the feature considered for the model.

Figure 5.11: Difference in high dispersion coordinates of measured and optimized model
predicted positions of the test features for different features used. The features in the left
are in the red region and the blue region is to the right. The two black solid lines depicts
the 0.1 and 0.05 limits

The uncertainties in the Ritz wavelengths calculated by Redman et al.(2014)

can not account for the outliers of this magnitude. About 30% of the outliers

(marked blue in the Figure 5.11) are very weak lines with high errors in the

centroid positions. The right end of the scatter plot corresponds to the blue

end of the spectrum whose efficiency is generally poor. This could be the

reason for more scatter in this end. About 50% of the outliers have identified

neighbours (Th or Ar) within less than one FWHM of the feature (Marked

green in the Fig.6.11). When the blended features are identified as a single line

and, the centroid is determined using a single Gaussian, then the measured

centroid will be shifted towards the blended line (Ref Fig.4.4). This shift is

dependent not only on the separation between the lines but also the relative

intensities of the lines. Fig.4.4 shows result of numerical simulations of the



5.1 Accuracy of the analytical model 89

centroid shift observed when two gaussian features separated at a higer reso-

lution, however identified as one feature for HESP resolution. The simulation

shows effect of centroid shift for different relative intensities and separation

of the two blended lines. The rest of about 30% outliers were analysed indi-

vidually. It is observed that while most of these lines have blends which are

lines not identified in the atlases used, some lines have intense gradient back

ground which can cause centroid shift.

The FWHM values of the Gaussian fits and visual inspection were used to

determine the possibility of a blend. The FWHM of the feature was compared

to neighbouring features. Considerable discrepancies are concluded as pres-

ence of blends in the features. Mean and standard deviation of the residuals

of the test features without these outliers improved to 0.000957 pixels and

0.04097 pixels respectively in high dispersion directions.

5.1.3 Dispersion Solutions

As the next step, the dispersion estimate by the model was compared with

conventional reduction and dispersion solution estimate using IRAF package.

Echelle reduction package in IRAF fits a 2D function to the ThAr dispersion

relation. The two variables being the order and the high dispersion coordi-

nate.

λ = f(x, o)/o (5.1)

where o is the order number and x is the position coordinate.And,

f(x, o) =

opow
∑

n=0

xpow
∑

m=0

CmnPxmPon (5.2)

Where opow and xpow are the maximum powers of x and o, and Pxm, Pon

can be Chebyshev or Legendre polynomials with x and o variables respec-

tively. The order of x and o are chosen such that the optimum root mean
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square is achieved and yet the polynomial doesn’t over fit the data. As it

is not possible to do an inverse operation with the model, the positions of

various wavelength features spaced uniformly in the spectrum are calculated

from the optimized model. The grid calculated with uniforn spacing is used

for interpolations.

Fig.6.12 shows the dispersion of the residuals for the two solutions for the

same set of features. Open circles indicate the residuals of the dispersion solu-

tion from polynomial fitting of IRAF, while the squares indicate the residuals

from the model as described above. The root mean square error has reduced

by 10 times. The intensity in the spectrum falls considerably in the blue end

which is visible as spread in scatter.

5.2 Noise precision of model predictions

Different lines in the spectrum have different intensities and accordingly dif-

ferent uncertainties associated with the positions measured. To understand

the effect of these uncertainties on model optimization and predictions, boot-

strap Monte Carlo simulations were performed. The coordinates of the lines

used for model optimization were subjected to random variations with poison

statistics of photon noise (as lines selected have negligible readout and bias

noises compared to photon noise). These positions were used to optimize the

model. Multiple runs of these variations and optimizations were done. For

all the runs, the optimized model was used to predict test features’ positions.

Standard deviation of predicted features was measured.

Fig.6.13 shows the error in the measured positions and the error in pre-

dicted positions from the model. It is also observed that the error in model

predictions is dependent on the intensity of lines used for optimization and

the bounds used on the open parameters during optimization (given the pos-

sibility of multiple solutions from the optimization). A gradual change of

uncertainities within the order and a variation within an order itself can be



5.2 Noise precision of model predictions 91

Figure 5.12: Residuals around the dispersion solutions in. Open circles are the residuals
aroudna IRAF based polynomial, solid square points are residuals in the model based
technique.

observed (Fig 5.13 bottom panel). These are the direct results of the instru-

ment behaviour for changes in variuso parameters.

Figure 5.13: Top panel: Error in measured positionsof selected features in pixel. Bottom
panel: Uncertainities in the model predictions of the same features from the photon noise
in the features selected for optimization. The patterns seen in the bottom panel are the
result of the instrumental behaviour for changing parameters
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5.3 Parameters

This subsection deals with the parameters that are optimized for constructing

the model. As discussed in chapter 4, degeneracy states among the parameters

are a problem. While it is hard to measure the parameters to the required

accuracy, in the following we describe how the bounds for parameters are

fixed. There are two steps in using the model: Initial set and optimization

bounds for the open parameters 1. for system alignment, 2. during the

operations. During alignment the parameters will vary to the maximum,

while during regular operations they vary to a very small extent around the

parameters achieved from the alignment. The alignment procedures will give

an idea of how much a particular parameter can vary. For example, the opto-

mechanics manufacturing tolerances can be accurate to 100micron level to

the design specifications. Input optics forms the image of the fibres at the slit

plate whose width and height are known, and the optics are aligned such that

the images fall within the slit with proper clearance etc. Using mechanical

jigs different subassemblies are placed on the optical table to a very high level

of accuracy. It is also made sure that the optimized parameters never reach

the bounds.

In order to understand the degenerate sets, optimization of the parame-

ter set was carried out multiple times on same feature set. The so obtained

optimized parameters were plot and observed. Fig.6.14 shows plots for few

parameters. The parameters were in general varying around a mean value

and the scatter around the mean value mostly dependent on the bound lev-

els chosen for that particular parameter and other parameters that consti-

tute the degenerate sets. Some parameters did not exhibit this behaviour as

their bounds did not include the physical parameter value in the instrument.

Bounds were readjusted for such parameters and re-optimized. For the later

stages of optimization, the mean value of these optimized parameters is made

the initial parameter set and the bounds are varied according to the devi-
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Figure 5.14: Plots show the variation in parameters (X & Y-tilts of Echelle grating, X &
Y tilts of the Camera1 and Field flattener interface) over number of optimization runs on
the same set of features. The bold lines in each plot shows the bounds used for respective
parameters in the optimization. The degeneracy in the parameter set causes the variations
over different runs. It can be observed that the parameters vary about a mean value which
will form the initial parameter set during operations after the alignment.

ations. The values and bounds proved sufficient for photon noise precision

tests as well.

Spectrum shift prediction

With the environment fluctuations and any vibrations at the instrument, the

spectrum shifts on the CCD plane. For stellar radial velocity measurements,

it is important to isolate the instrumental spectrum shifts form the stellar

Doppler shifts. In order to determine the instrumental shifts, a simultaneous

ThAr spectrum is recorded along with the star spectrum. The shifts in the

ThAr will provide the information about the instrumental shifts. In this

subsection we will understand the ability of the model to track these small

shifts of the spectrum on the CCD. ThAr exposures were taken over a night to

determine the instrument stability. ThAr lamp was powered ON and waited

for two hours for it to stabilize. The environment are stabilised over this time

period with no external disturbances, except for small natural temperature

and pressure changes, which was recorded. The conventional correction relies

on using the whole ThAr spectrum to determine the shift, which is a single
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number over the entire spectrum or over an order. A spectrum is taken

and cross correlated with a reference spectrum and the shift is calculated.

Environmental effects may not necessarily cause a constant shift throughout

the spectrum as they tend to have a nonlinear effect on various parameters

of the instrument.

Figure 5.15: Spectrum shift predictions by model. Shift in the high dispersion direction
for two different spectra with respect to a reference spectrum as predicted by the optimized
model.

Model was optimized for different spectra taken at different times over

night and the shift through model predictions was calculated. In Section 5.2

the noise precision of the model predictions was shown. In principle any shift

greater than these precision values can be detected. Fig.6.15 shows the shifts

observed across the spectrum for two different observations with respect to a

reference image.

It is observed that this pattern varies from image to image slightly. In

order to confirm that the effect is not due to the optimization of the parame-

ters, multiple images were taken and few features from them were chosen and

the centroids differences were observed. It is observed that the shift indeed

follow the pattern within the errors as shown in Fig.6.16 as an example. The
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Figure 5.16: Shift in spectrum in two different orders (along columns) with respect to
a reference spectrum for two different images (top) and (bottom). Solid Squares are the
model predicted shifts and the open circle are the measurements from the instrument
exposures. This shows a different shift patterns in the spectrum shifts in different cases
and the performance of the models predictions for the same.

square marked error bar in the two plots (two different orders) show the dif-

ference in positions of equally spaced features in an order predicted by model,

while the circled error bar shows measurements from spectra obtained from

the instrument.

5.4 Double fiber

In the double fiber mode of operation, while one fiber is fed by star light the

other is fed with the ThAr light. The purpose is to record the instrumental

drift in the ThAr spectrum and use it for correction in the science object
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spectrum. Two important issues in this operation are the difference in the

high dispersion scale and the difference in shift between the two fibres. The

slit length undergoes a curvature in the Echelle dispersion causing curved slit

images on the CCD. Two fibres can be thought as a long slit, which causes

an angle between the two fibres on the CCD dependent on the wavelength.

Figure 5.17: Difference in high dispersion coordinates of centroids of the two fiber images
in two orders in a spectrum (left and right subplots). Solid squares represent the model
predictions and the open circles are the error bars for the measurements from the CCD
exposures. Model optimized using one fiber spectrum is able to track the second fiber
spectrum.

Figure 5.18: Error bars showing the difference in the spectrum shifts between the two
fibres for two orders (left and right subplots). Solid squares represent model predictions
and the open circles are the measurements from the CCD exposures.

To compensate for this the input slit optics were rotated a mean equal

amount in the opposite direction. In order to determine the distance and

angle between the two fiber images at the slit, the parameter set optimized
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for one fiber is used and the decentre in x and y of the second fiber are left open

and re-optimized for the second fiber features in the spectrum. The difference

in high dispersion coordinates of the two fibres images at different parts of the

spectrum were compared between the model predictions and features in CCD

image. The angle determined by the model matched to extra angle given to

the input optics. Also the difference in centroids of the same features in the

two fibres was compared between the model predictions and measured from

CCD images. Fig.6.17 shows an example of this difference for two different

orders. It was observed that model is able to track the differences well over

the entire spectrum.

In conventional data reduction and analysis, the shift in spectrum in the

two fibres’ channels was assumed same though there is a slight difference in

the path traced by the light beam from the two. We tested the model if it

can predict the difference in shift between two channels. In different orders,

the difference in shift of spectrum between the two fibres was measured and

compared with model predictions. Fig.6.18 shows the same for two different

orders.



Chapter 6

Autoguider, Atmospheric disper-

sion corrector and Optical fibers

for HESP

6.1 Introduction

The modelling effort in the current work is limited to the instrument setup

that starts from the slit of the spectrograph to the CCD. A case of real ob-

servational setup, however will include telescope, atmospheric dispersion cor-

rector (ADC) and additional optical path due the optical components that

facilitate feeding the light into the slit of the spectrograph. Star light also

passes through a variable turbulent atmosphere, which blurs and absorbs the

light. In order to use the spectrograph model that was developed in this

work to calibrate the real science data observed using a telescope, it is to

be ensured that the fiber image at the slit, should be stable irrespective of

changes in the atmosphere, telescope, fibers and optics that feeds the light to

the spectrograph slit, due to changes in operational or environment condition.

These changes will not be traceable based on a simultaneous reference calibra-
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tion that is fed along with the stellar light to the slit as the calibration light

doesn’t pass through this extra path. .In many spectrographs, the starlight

is coupled from the telescope to the instrument using a narrow slit. However,

the slit illumination varies during an observation because of the changes in

seeing, focus, guiding errors or lack of atmospheric dispersion compensation.

Optical fibers provide an excellent way to minimize these changes in the illu-

mination of the spectrograph because of its natural ability to scramble light

and produce a more uniform and constant output beam [49]. But the circular

optical fibres are not perfect scramblers, as the light distribution at the output

end retains some information of the distribution at the input end. In a real

situation, tracking errors of the telescope and residuals of the atmospheric

dispersion from the ADC correction together with the imperfect scrambling

of the optical fibres can cause a change in the illumination of the fiber image

at the slit.

As discussed in chapter 2, HESP is equipped with an autoguider to correct

for tracking errors of the telescope and ADC prisms to correct for the atmo-

spheric dispersion. In this chapter we will discuss the details of autoguider

and the auto guiding algorithm and the performance of the ADC in lab setup

to understand the implications of the manufactured optics. Simple lab tests

were done to check for the scrambling performance of the fibres, which will

be also presented in the subsections. As the instrument is not commissioned

at the time this thesis was written, concrete numbers on the performance and

scrambling effects at the final spectrograph were not possible. The laboratory

performances are presented.

6.2 Autogider for HESP

The optical layout of the guider subsystem is presented in chapter 2. The

pinhole mirror has two pinholes of diameter 250micron each, separate by

1.25mm. The star is centred on one of the pinholes and the other pinhole lets
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in the sky light for background subtractions. The guider optics re-images a

100” × 100” area on the pinhole mirror onto a CCD. An Apogee Alta U47,

broadband CCD which has 1024 × 1024 array of 13micron pixels is used for

auto guiding. The image scale at the CCD plane is 66micron per arc second.

As the probability of finding a guide star is very low in a 100” × 100” field

of view, it is decided to have a provision to guide on the science target itself.

Once the object is centred on the pinhole, the spill-over annular outer wings

of the seeing profile will be reflected towards the guider system which will be

used for on-axis guiding of the star onto the pinhole, which is re-imaged on

the fibers.

The pinhole size is optimized for the median seeing for a higher system

efficiency. However, this will reduce the amount of spill-over light from the

pinhole that is used for. Apogee Alta-U47 is with a high quantum efficiency

is chosen and an accurate guiding scheme is adopted to be able to guide on

a 13th magnitude star at 1.3” seeing. The telescope beam that enters the

pinhole has a focal ratio of f/9.2. This beam can not be coupled directly to a

fiber, since several studies have shown that the multi mode optical fibres suffer

focal ratio degradation. The output beam from the optical fiber is faster than

the input. Fig.6.1 shows generally observed relation between the input and

the output focal ratios of a fiber. An input focal ratio of f/3.4-f/3.6 shows

minimum focal ratio degradation. HESP has a relay optics that converts the

input telescope f/9.2 beam into f/3.6 for feeding the optical fibres. A 100

micron fiber corresponds to 255micron diameter at the pinhole plate.

A realistic calculations for the input flux at the pinhole for various seeing

conditions at the telescope was done, using the images from the telescope,

using 1kx1k CCD imager and HFOSC (Hanle Faint Object Spectrograph

Camera) instruments. The growth curve shown here are for the 1k × 1k

CCD imaging data, of the M67 field was taken during 28/12/2000. The de-

tails of the 1k × 1k imager data,

1. Readout noise = 5.3 e-/pix
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Figure 6.1: Focal ratio degradation of typical fiber is compared to the throughput of a
circular aperture of the same diameter as the core of the fiber ( Ramsey 1988)

2. CCD gain = 4.8 e-/ADU

3. Pixel size = 24µm

4. Exposure time = 10sec

5. Filter = V band

HFOSC data:

We have selected images of spectrophotometric standard stars from the HCT

archive. The data covers several years with varying seeing conditions. The

observations were made through U,B,V,R,I filters. The current analysis only

uses the images through the V filter.

6.2.1 Aperture photometry

The analysis is based on aperture photometry within IDL and IRAF inde-

pendently. The ”PHOT” task within IRAF is used. The algorithms used in

IDL are same as in DAOPHOT. The package includes the following errors for

the instrumental magnitudes

1) Photon noise of the star counts
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2) Photon noise for sky per pixel × area

3) Sky variance (error in sky estimation)

We have added additional errors which were missing in the package

1. Readout noise

2. 0.1% flat field errors.

Circular aperture of various radius, 1 to 35 pixels are used to calculate the

encircled energy and the growth curve. We used an annular ring of radius 35

to 45 pixels for sky estimation. Beyond 55 pixels we start to get contamination

from a nearby object.

The radial profile is a simple fit based on the curfit package within IRAF,

inside imexamine. The fit shows that a single Gaussian fits the core, however

the wings do not match with the fit. A simple moffat profile (Fig.6.2) fits the

wings reasonably well. But for accurate estimates, we used aperture photom-

etry for the encircled energy calculation, within given radius of aperture.

A growth curve analysis for the bright stars in the centre of the CCD image

was done. The magnitude difference in the successive photometric apertures

is plotted against radius of the aperture in pixels. Fig.6.3 shows the growth

curve, which start to flatten beyond a radius of 12 pixels. Around a radius of

15 pixels, even the effect of seeing is also gone.

Based on the prescription by Stetson (1990), we used a weighting between

the error and the aperture correction to decide the 100% flux encircled radius.

In Fig.6.4, we start to see that the errors becoming comparable to the aperture

correction, around a radius of 12 pixels. The plot (Fig.6.5) shows the error

in flux and in the magnitudes at different apertures. It shows that the error

reaches a minimum value between 6-10 pixel radii. The zoomed version of

the growth curve (Fig.6.4), shows that for a seeing value of 1.4”, the aperture

correction is less than the 2 error value at 12 pixel radius.

The analysis indicates that there is a good agreement with 1k × 1k and
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Figure 6.2: The radial profile of the image taken by 1k × 1k system is shown. (top) A
Gaussian profile fit is shown here. Clearly a single Gaussian profile does not fit the wings
of the stellar profile (bottom) with a moffat profile fit

HFOSC data sets, also with two independent analyses of different datasets.

Rough estimate of errors (mostly an underestimation), and aperture correc-

tion from growth curve analysis, we understand that,

1. The aperture correction flattens starting around 13 pixels

2. Even the effect of seeing is not seen beyond 15pixel (4.14”) radius.

3. A normalisation at a radius of 1.5FWHM of the PSF and at 15pixels gives

similar encircled energy, for seeing values beyond 1.6”.
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Figure 6.3: Growth curve for 1k × 1k images. The x axis is the aperture radius and y
axis is the difference in magnitude for the successive apertures. Different curves are for
different seeing. Seeing values are between 1.38 to 1.98”

Figure 6.4: Zoomed version of Fig.6.2. Here we can clearly see that the error in the
magnitudes becomes equal to aperture correction by around 11 pixels. The errors shown
are 1σ values.

4. Normalisation at 1.5FWHM is a reasonable approximation for 100% flux,

around the median seeing value of HCT.

The fraction of signal reflected towards the guider optics was measured

using the aperture photometry on different images from 1k × 1k camera

for various seeing values to use in the simulation work for checking guiding
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Figure 6.5: Errors in the instrumental magnitude and flux are plotted for one observation
for a seeing of 1.38”. The error is maximum close to the centre of the PSF and start to
decrease as more flux from the star is added. However beyond 8 pixel radius the error
again start to rise. The minimum value was

performance.

6.2.2 Simulations

Moffat function which closely fits the seeing profile is used to simulate the

images at the focal plane of the telescope. Moffat profile is represented by

f(r) = I

[

1 +
( r

α

)2
]−β

(6.1)

where r is the radial distance in the profile; α, β are constants. Moffat

function is fit to the images at different seeing values obtained with the 1k×1k

camera. The α, β values of these images are used to produce very fine grids

of the seeing profiles at the pinhole mirror plane. An equivalent pinhole mask

is introduced onto the fine grid to simulate the pinhole mirror. From the

optics design file, point spread function (PSF) of the guider imaging optics

is extracted. PSF and the pinhole mirror illumination were convolved along

with the magnification of the optics and the image illumination on the guider

system CCD plane is calculated (Fig.6.6).
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Figure 6.6: Simulated illuminations at the Apogee CCD plane of the guider system when
a star is centred in the pinhole for different seeing values shown on the top of the panels.
The colour indicates relative illumination in each panel

Similar images were simulated for different shifts of star in the pinhole.

Fig.6.7 shows the shifted images for a 1.5” seeing. The intensities of these

grids are normalised to the total intensity in the whole frame.

Given the magnitude of the star, its zenith angle and extinction coefficients

at the site, exposure time, optics transmission and reflective efficiencies the

total flux reaching the telescope focal plane is calculated. The fraction of

flux spilling over the pinholes is calculated for given seeing using the aperture

photometry described in 6.1.1. Using the transmission efficiencies of the optics

from the pinhole mirror to the CCD, star flux on the CCD is determined and

is multiplied with the total intensity normalised grid (Appendix B)

The flux is integrated into pixels to generate CCD images. Photon noise,

sky background and CCD readout noise were added to the simulated CCD

images. The simulated images were shifted for testing the centroiding algo-
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Figure 6.7: Simulated illuminations at the Apogee CCD plane of the guider system when
a star is displaced in the pinhole for 1.5” seeing. The colour indicates relative illumination
in each panel

rithm. The performance of the algorithm was tested for the worst case of 1”

seeing, 12th magnitude star and 18th magnitude sky background. A 2D Gaus-

sian function fit is used to determine the centroid. We tested procedure for

250 micron pinhole diameter. The algorithm also incorporates the fact that

the telescope (HCT) has a good tracking system. The minimum correction

possible with the telescope fine positioning drive is 0.2”, that corresponds to

a pixel on the Apogee CCD. Regular centroiding refers to the weighted centre

of gravity calculation of the image,

xcen =

∑

j

∑

i Iijj
∑

j

∑

i Iij

ycen =

∑

i

∑

j Iiji
∑

j

∑

i Iij

(6.2)

where, (xcen, ycen) is the centroid coordinate, Iij is the intensity in the (i, j)th
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pixel in the 2D image. Pinhole centre position in all the frames simulated

below: (23.79 23.77) pixel. (All units are in pixel unless specified). Also on

the CCD frame one pixel corresponds to 0.2“.

6.2.2.1 Seeing - 1.1”: Exp.Time - 5sec

Figure 6.8: CCD images simulated for seeing=1.1” for star image left: centred in pinhole,
righ:displaced by 0.25”

Star image centred on pinhole: Fig.6.8 (Left panel)

Star centroid : (23.790623.7676)

Regular Centroiding : (23.904823.8927); with std. Deviation : (0.13970.1204)

2D Gauss Fit : (23.769723.7593); with std. Deviation : (0.02380.0224)

Shift in the star position by 0.25”: Fig.6.8 (Right panel)

Star centroid : (25.022823.7443)

Regular Centroiding : (28.856123.7670); with error : (0.04510.0408)

2D Gauss Fit : (25.071523.7492); with error : (0.02410.0144)
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Figure 6.9: CCD images simulated for seeing=1.1” for star image leftt:displaced by 0.46”,
righ:displaced by 0.96”

Shift in the star position by 0.4615”: Fig.6.9 (Left panel)

Star centroid : (26.085023.7443)

Regular Centroiding : (30.367523.7531); with error : (0.01570.0276)

2D Gauss Fit : (25.943523.7486); with error : (0.02910.0119)

Shift in the star position by 0.9563”: Fig.6.9 (Right panel)

Star centroid : (28.403022.4887)

Regular Centroiding : (31.339921.6982); with error : (0.00500.0080)

2D Gauss Fit : (28.139522.5078); with error : (0.04010.0076)

Shift in the star position by 0.4615”: Fig.6.10 (Left panel)

Star centroid : (29.175622.4888)

Regular Centroiding : (31.676421.9112); with error : (0.00450.0068)

2D Gauss Fit : (28.892922.5101); with error : (0.03470.0059)
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Figure 6.10: CCD images simulated for seeing=1.1” for star image leftt:displaced by
1.12”, righ:displaced by 1.53”

Shift in the star position by 0.9563”: Fig.6.10 (Right panel)

Star centroid : (29.175718.3359)

Regular Centroiding : (30.144117.3758); with error : (0.00400.0038)

2D Gauss Fit : (29.118618.3856); with error : (0.00630.0065)

6.2.2.2 Seeing- 1.5”: Exp.Time- 2sec

Figure 6.11: CCD images simulated for seeing=1.5” for star image leftt:displaced by 0”,
righ:displaced by 0.25”
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Star image centred on pinhole: Fig.6.11 (Left panel)

Star centroid : (23.790023.7670)

Regular Centroiding : (23.796923.7704); with error : (0.06830.0644)

2D Gauss Fit : (23.775523.7572); with error : (0.02870.0259)

Shift in the star position by 0.25”: Fig.6.11 (Right panel)

Star centroid : (25.033323.7667)

Regular Centroiding : (27.198023.7707); with error : (0.04600.0484)

2D Gauss Fit : (25.364723.7592); with error : (0.02280.0217)

Figure 6.12: CCD images simulated for seeing=1.5” for star image leftt:displaced by
0.46”, righ:displaced by 1.5”

For shift 0.4615”: Fig.6.12 (Left panel))

Star centroid : (26.252223.7434)

Regular Centroiding : (29.106323.7626); with error : (0.02560.0322)

2D Gauss Fit : (26.342023.7529); with error : (0.02010.0166)
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For shift 1.5”: Fig.6.12 (right panel)

Star centroid : (29.111518.3988)

Regular Centroiding : (30.495917.0348); with error : (0.01650.0152)

2D Gauss Fit : (29.047518.4496); with error : (0.02130.0214)

From the simulations, it can be concluded that the spill-over light from

the faintest magnitude star that will be observed with HESP can be guided

with sufficient accuracy even at a best seeing, using a pinhole size of 250

micron and the Apogee CCD. Also it is to be noted that the flux calculated

was only in the V-band. There are no colour filters included for the system

and also the CCD is broadband coated which implies at the actual system

more flux will be available which will also reduce the exposure time required

to accumulate the flux leading to a faster guiding.

6.3 Atmospheric Dispersion Correctors

Atmosphere has a non-zero dispersion that introduces a wavelength depen-

dent tilt to the wavefront. Zemax design that is developed for ADC, uses the

model based on work by Seidelmann, Hohenkerk and Sinclair [22, 47]. The

model uses six parameters: zenith angle, height from sea level, temperature,

pressure, relative humidity and the latitude of the observatory. In Fig.6.13,

we show the expected atmospheric dispersion observed at the HCT focal plane

for selected wavelengths for the environmental conditions of Hanle.

The details ADC prisms used in HESP are described in the Chapter 2. The

two prisms are counter rotated to correct for different zenith angles dispersion.

As the ADCs are rotated to correct for dispersion for zenith angles from 00

to 700, the image gyrates on the focal plane shown in Fig.6.14 for various

wavelengths. This is can be corrected by the HESP auto-guiding system.

This is also one of the reasons for having a separate auto-guider system for
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Figure 6.13: Zemax simulation of effect of atmospheric dispersion at the telescope focal
plane at a zenith angle of 70 degrees for various wavelengths colour coded

HESP in spite of the telescope autoguider, AUGUS. The wedge angles of the

prisms have tight tolerances.

Once the ADCs are manufactured with such tight tolerances, they need

to be tested for their performance. The test results of the Atmospheric Dis-

persion Corrector prisms for the Hanle Echelle Spectrograph manufactured

at Kiwistar Optics are presented here.

Individual ADC prisms Test: Individual ADC prisms were tested for the

wedge angles. Manufactured ADC prism is placed in its rotation mount

and fixed on the optical table. The prism is placed at its zero position

angle. Red laser (wavelength- 632.8nm) is passed through the prism

such that it is perpendicular to the first face of the prism. The laser

beams centre is marked at a distance of 5.27m with and without the

prism in its path. The deviation of the laser beam is noted (see Table

6.1). The same procedure is repeated with green laser (543nm) and for

ADC prism2.
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Figure 6.14: Gyration in the image at the telescope focal plane from the ADC rotation
for different zenith angles. The circle around indicates the pinhole

Table 6.1: Expected and measured laser beam deviations.

Green Laser Red Laser

Expected Measured Expected Measured

ADC 1 1.8mm 1.6mm 2.7mm 1.803mm
ADC 2 4.3mm 2.14mm 5.4mm 3.733mm

The physical measurements of wedge angles along with the measured

deviations were used to model the ADC prisms in Zemax as manufac-

tured. The observed angular displacement can be caused by a small

angle of order of 0.05 degrees at the internal wedge of the prism in the

perpendicular axis to the main wedge. This corresponds to a few tens

of microns thickness difference over 25mm diameter of the prism. The

so built model will be used for further analysis.

Combined ADC Prisms Test: The modelled prisms are used in the tele-

scope system file to check for their performance which shows that for
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various zenith angles (0-70) the prisms can correct for the atmospheric

dispersion with typical residual dispersions at the focal plane of tele-

scope given in Fig.6.15 for extreme wavelengths of 350nm and 1000nm.

At the telescope focal plane, given the 250micron diameter pinhole, for

a seeing of 1.5”: the loss in flux due to the shift caused by residual

dispersion of 14micron (0.156”) is around 0.5%. (Moffat profile, with

beta 3 - using HFOSC images)

Figure 6.15: The expected residuals (left) in mm at the focal plane of the telescope for the
extreme wavelengths after correcting for atmospheric dispersion using the manufactured
ADCs. Right: The expected angle of rotation in degrees for the ADCs for different zenith
angles

The expected residuals (left) in mm at the focal plane of the telescope for

the extreme wavelengths after correcting for atmospheric dispersion using the

manufactured ADCs. Right: The expected angle of rotation in degrees for

the ADCs for different zenith angles.
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Figure 6.16: Ellipses traced from the beam deflections by rotating ADCs for two lasers
(green and red). Black ellipses represent expected performance by the modelled ADCs
described in text, while the coloured represents the measured deflections of the laser beam
on a target at a distance 10.36m. Axes are the x and y distances in mm from the non-
deflected beam position on the target obtained without ADCs in the path

6.4 Optical Fiber Scrambling

Light propagation mechanisms are well understood for an ideal fiber, the

exact theory and relation between inherent fibre properties such as focal-ratio

degradation (FRD) and image scrambling remain largely unknown (Lemke

2012). Circular optical fibres retain some of the input information. Movement

of star image on the fiber input end changes the illumination at the output

end of a circular fiber. Lab experiments were conducted in the New Zealand

Measurement Standards Laboratory to check the scrambling capabilities of

one of the 100 micron fiber used for HESP.

Fig.6.17 shows pictures of the lab setup. Quartz halogen lamp (not shown

in the picture) passes through the monochromator and is collimated before

folded twice using the mirrors to direct into the fibres (Fig.6.17(top)). An iris

is used to limit the beam size to produce an F/3.6 beam. A beam splitter and
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CCD arrangement is used as shown in the picture that enables to view the

fiber end and the beam falling on it to use for centring the image on the fiber

tip. While beam splitter allows part of light to pass, it reflects the rest of the

light into a lens that focuses onto the CCD attached to the jig. The light that

passes through is then focused onto the fiber end at focal ratio of 3.6 using

the optics similar to the ones used in the Cassegrain unit. At the output end,

shown in Fig.6.17(bottom), the fiber end which is fixed in a ferrule is held in

a v-groove holder. The fiber end is re-imaged onto a CCD for measurements.

At the input side the fiber was mounted in a translation stage using which

the slit image on the fiber input end can be changed.

Figure 6.17: Experimental Setup for testing the image scrambling by optical fiber in
the Measurement Standards Lab, Callaghan innovation (top) Lab setup used to feed the
optical fiber (bottom) Re-imaging optics used to image the output end of the fiber
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Figure 6.18: Left: Images showing the position of the slit image on the fiber input end
for 14 different cases. First column shows the images when the slit image is traced in the
x-direction, second column when the slit image is traced in the y-direction. Right: The
shift in centroids with respect to the 4th image in each column of the images in left. First
column are plots for centroid shift in x-direction and second column when the centroid
shift in y-direction for two different sets of images taken. X-axis in each plot is the image
number (left panel), y-axis is the relative shift measured in pixel. Red and black lines are
explained in the image

Fig 6.18 shows the slit image and the fiber image on the alignment camera

for various relative shifts between the two. The graphs on the right side in

Fig 6.18 show the shift in the centroid at the output relative to the 4th image

position shown in the left panel in pixel scale on the CCD used. Two sets

of graphs are for two individual measurements. Similarly Fig 6.19 (right)

shows the change in FWHMs with respect to the 4th image FWHM for the

same cases as in Fig 6.18 (left). The left side images in Fig 6.19 are the

illumination of the output end of the fiber for the different cases in Fig 6.18.

A magnification factor is included in the results shown from the optics used

to re-image the output fiber end. It is observed that with the movement of

the slit image along the fiber end, the centroid at the output doesn’t vary the
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Figure 6.19: Left: Images of output illumination for the respective 14 different cases
shown in Fig 6.18. First column shows the images when the slit image is traced in the
x-direction, second column when the slit image is traced in the y-direction. Right: The
difference in FWHM of each image with respect to the 4th image in each column of the
images to the left. First column are plots for difference in x-direction FWHM and second
column are difference in y-direction FWHM for two sets of images taken. X-axis in each
plot is the image number (left panel), y-axis is the relative FWHM difference in pixel. Red
and black lines are explained in the image

same way whether it is moved along the x-direction or y-direction. So it is

not possible to generalise the centroid shift even if the image position on the

input end can be estimated. Also in the spectrograph, the axis of interest is

the high dispersion for precise radial velocities and so having demonstrated

that the scrambling with the optical fibres is incomplete, the further work on

this aspect is left for the spectrograph installation testing.



Chapter 7

Conclusion and Future Work

The main aim of the thesis work was to develop a physical model based cali-

bration technique that can be used for precise radial velocities and chemical

abundances. The work covers the theory and formulation in developing an

accurate model for HESP, comparison with a commercial software and vali-

dating the model with calibration exposures taken in the lab. Even though

the model was developed for HESP, the formulation was generalised to be

adapted to any other high resolution spectrograph. The model traces chief

rays from component to component rather than the surface to surface trace

used by commercial softwares. Each component is defined by a set of pa-

rameters and functions. Realistic estimate of these parameters were obtained

by matching the calibration frames from the actual instrument to the model

predictions. Though there are problems with the degeneracy states in the pa-

rameters, it was observed that these states can be minimized with the proper

knowledge of the manufactured components and the alignment tolerances.

This work was inspired from the model based technique of the ESO group.

In the current work, we have developed an improved formulation tech-

niques to mitigate aberration effects using component level corrections. Even

with the component level corrections, we were able to obtain a good match

between model prediction and the calibration. Building an accurate model is
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important to understand the final behaviour of the instrument without any

ambiguities, so the best possible/available values of built components were

incorporated into the model parameters. Accurate values of glass catalogues,

environmental parameters, and wavelength atlases were also included. We

also identified methods to notice any discrepancies in the glass catalogues

used in the model. While an accurate measurement of glass parameters is

possible from the vendors,we have shown that an inaccurate glass data can

not be a limitation to model the spectrograph.

In Chapter 5, we show the test results of the model with the ThAr cali-

bration frames obtained during the instrument pre-shipment at the Kiwistar

Optics labs. The starting model based on the design parameter matched well

with that of the commercial ray trace software, Zemax at a level of few tens

of nanometres. Various parameters in this model were changed to match

with the calibration ThAr exposure to obtain an optimized final model. The

ThAr features used for matching spread over the entire wavelength range of

the spectrograph and had atleast 1-4 features per each Echelle order. The

optimized model was used to predict the line positions of several test fea-

tures across the spectrum.. Except for few outliers the mean and standard

deviation of the residuals from this test are 0.000957 pixel and 0.04pixel re-

spectively, along the Echelle direction and even better in the cross dispersion

direction. The dispersion solution of the model was compared with the 2D

polynomial dispersion function from IRAF. The residual of the model fit was

ten times better than the empirical fit using IRAF. The noisy data and vary-

ing efficiency of the instrument from red to blue region has minor effect on

the model based dispersion solution, compared to the empirical fit.

Accurate wavelength solution covering the entire wavelength range is very

important to be used as a reference for the long term stability of spectrographs

like HESP that uses double fiber technique. The model based calibration

technique works well in regimes where there are fewer calibration lines and an

empirical calibration is less accurate. This is especially useful for the radial
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velocity studies of M-dwarf, that has photospheric lines mainly in the red

region and usable ThAr lines in this region is limited. M-dwarfs are interesting

for the better detectability of earth like planets with current instruments. The

model based technique has a large potential to study several systematic effects

that can improve long term stability. Radial velocities up to 1m/s and a short-

term stability of 20cm/s are already achieved from HARPS-like instruments

operating from 400-670nm. There are several new initiatives towards precise

velocities using NIR spectrographs. Model based calibration can be used

to extend the accurate empirical calibration in the 400-670nm to the redder

wavelengths and will help to compare the optical and NIR systems and place

them in a similar reference standards.

Accurate wavelength calibration using model especially in blue and red re-

gions of visible wavelength will help in accurate abundances. Since most of the

heavy element which ouccur in the blue and the line features are broadened

due to isotopic shifts and hyperfine structures. Most high resolution spectro-

graphs also use image slicers for high throughput. These spectrographs also

have typically 2-pixel sampling. During a 1D spectral extraction, the pixels

along the slit length are added to achieve high S/N. The procedure assumes

the added pixels have same wavelength. However any tilt along the spatial

direction will have cross talk and the isotopic abundances derived from such

extraction will be inaccurate. A model can give a complete 2D wavelength

map of the detector that will help in accurate extraction, hence accurate

abundances. In the red region of the optical there are several telluric absorp-

tion lines and sky emission lines. Accurate sky subtraction and telluric lines

removal is needed to derive accurate abundances of some of the important

stellar atomic lines, (e.g. HeI, CI, NI, OI, KI and SI). Accurate removal of

sky lines and telluric lines need good wavelength calibration.

It is also observed that for the mean average instrumental shift derived in a

spectrum, shift across the spectrum. The model was able to predict these pat-

terns. This sort of information can be useful in applying position/wavelength
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dependent instrumental drift corrections and also extending the drift correc-

tions to areas where the calibration lines are sparse and weak. For double

fiber observations, model was able to track the difference in the centroids

between the two fiber images across the spectrum. The model was optimized

for only one fiber at a time, but yet it was able to track the centroid differ-

ences which is varying across the spectrum which is an indication that the

optimized model can map the slit position onto the CCD plane. Using this,

an efficient 1D extraction of the spectrum can be performed for varying slit

image tilts.

We also explored, if the model is able to predict the difference in the

instrumental shifts between the two fibres. The mean values of these differ-

ences matched with the mean values calculated from the model and also the

difference in shifts between the fibres varied over the spectrum. The double

fiber, simultaneous referencing method relies on the assumption that the ref-

erence calibration tracks any changes to the object spectrum. The difference

between the object and the reference fiber is assumed to be a simple, mean

instrument drift that can be added to the dispersion relation derived at the

beginning of the night. In real case, the instrument drift is a function of

position and wavelength. In the future instruments ,when we are not lim-

ited due to number of photons, the positional dependence of instrument drift

will play an important role. Model based calibration can advantage of the

entire wavelength coverage of the spectrograph, for precise radial velocities.

Accurate wavelength shift between fibers also helps in accurate sky subtrac-

tion, especially beyond 600nm where there are sky emission lines due to O2,

H2O. Sky fibers are used to remove the contribution due to these lines. In

accurate determination of instrument drift between the two fibers, especially

the wavelength dependency will result in inaccurate line strengths and chem-

ical abundances. Sulphur is one such important element, which occurs in the

crowded regions of telluric and skylines. Sulphur lines are very important,

since it is one of the heavy alpha element that is not affected due to dust
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depletion. Hence, Sulphur is a better indicator to study the planet frequency

and metallicity correlation of the host stars, since sulphur probes the metal-

licity of primordial cloud. Similarly, the chemical abundances comparison of

old metal poor stars and the high redshift inter-galactic medium are more

meaningful for volatile elements like C,N,O and S , that are less affected by

dust in the high redshift intergalactic medium. These lines occur in the red

region from 700-1000nm, which is severely affected by sky and telluric lines.

Future Work

The optimization routine, simulated annealing, used in this work was a very

basic implementation of the algorithm, there is scope for improvement of the

algorithm in the future. The optimization did not consider any weights to

the parameters, the merit function was a simple weighted mean of squares

of errors minimization. Since we are dealing with physical parameters of a

real existing instrument, the effect of various parameters on the output can

be studied quite well. An improved merit function which takes into account

the residuals that is a function of more parameters along with a appropriate

weights and a customised annealing procedures for different parameters based

on the knowledge of the instrument behaviour can give a greater control.

The next task is to incorporate the model into the data pipeline and apply

it to calibrate the science data, either replacing or complementing the empiri-

cal wavelength calibration. Model will be also used for accurate extraction of

the 1D spectra. Since, each calibration will give a set of physical parameters

that defines the instrument, it is ideal to study any trending, that will help

to improve the long-term stability of the instrument. Observing several stan-

dard sources as part of regular observations will help improve and validate

the performance of the model. We propose on position based drift correc-

tions for spectrographs that cover a wider wave length band, which will need

a different approach of applying the corrections to the science data unlike the
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present method where an equivalent RV corresponding to instrumental drift

is measured and subtracted from the measured RV in the star spectrum. This

will either require a method to change the x-axis scale of the extracted 1D

spectrum using the shift predictions from the model or using the model to

predict the wavelength dispersion in science spectra using the simultaneous

reference spectrum.

There is a lot of scope for improvements and additional features in the

modelling methodology used, e.g. ways to mitigate degenerate states and

obtaining the exact parameters of the instrument, developing on the opti-

mization routine, efficient 2D profile fits to the wavelength features for better

centroid measurements [35].

Complementing the wavelengths prediction model with throughput and

accurate detector models, 2D spectrograph exposures in realistic execution

times can be simulated. Modelling optical fibres for the scrambling proper-

ties will be a great addition to the technique. Another area to explore is

decoupling the instrumental drifts and guiding and incomplete scrambling of

optical fiber induced drifts using few stable atmospheric absorptions line in

the stellar spectra recorded. With the capability of model to predict position

dependent instrumental drift, the shifts in few stable atmospherics lines can

be used to separate instrumental and telescope guiding drifts.

Credits and Contributions

An instrument, especially similar to HESP, can not be developed by one indi-

vidual. It is a team effort. In the current report, wherever contributions from

others, especially from KiwiStar Optics on the design, setup, drawings are

used, it is explicitly mentioned in the text. My contribution is the develop-

ment and validation of the model based calibration technique for HESP and

the work presented in chapter 6. The modelling work can not have happened

without the instrument design and the built final instrument. The design and
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fabrication of the instrument is by KiwiStar Optics, New Zealand.
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Table 1: 550 Features’ wavelengths and orders used for model optimization
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Table 2: Final 233 features used for model Optimization
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Appendix B

Calculations for star flux reaching the Apogee CCD in the Acquisition and

guiding unit:

� z = zenith angle of the star

� extinct = Extinction factor at Hanle Site

� Air mass can be calculated to a good approximation till 70 degrees

zenith using,

Airmass = sec z
[

1− 0.0012(sec2 z − 1)
]

� Number of photons in V-band reaching above earth’s atmospheres,

photo = 855264/cm2/sec

� Given the magnitude of the observed object outside the atmosphere,

m0, magnitude of the observed object at the surface of the earth, m is

calculated by

m = m0 + Airmass× extinct

� Incoming photon rate for the object reaching the telescope,

photobj =
photo
10m/2.5

cm−2/sec
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� If the efficiency of telescope optics, mirrors, CCD efficiencies put to-

gether if eff , photons reaching and recorded at the CCD are

photobjCCD
= eff × photobj cm−2/sec

� For small displacement of the star in the pinhole mirror, the 1k × 1k

camera images from HCT are used to calculate fraction of flux reflected

off at the pinhole mirror using aperture photometry described in section

6.1.1. For a given seeing if the fraction of flux reflected off is f

photobjCCD
= f × photobjCCD

cm−2/sec

If the displacement is considerable, that is the measurement of flux

enclosed in an aperture equal to the pinhole size starts getting influenced

by noise, analytical integration of Moffat profile is used to estimate the

flux spilling beyond the pinhole.

� If A is the effective area of the telescope primary and for integration

time T sec, and the final flux reaching Apogee CCD is

photobjCCD
= A× T × photobjCCD

photons
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