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Abstract. The present investigation is a continuation of earlier
work (Hasan and Kneer, 1986) on the stability of cool flux tubes
in the solar chromosphere. We focus our attention on a single
vertical flux tube, which we assume to be in pressure and thermal
equilibrium with the external field free medium. For the ambient
medium we consider a model atmosphere in radiative and
hydrostatic equilibrium. Owing to the presence of carbon mon-
oxide, there exists a region, at a height of some 650 km above
optical depth unity, where the temperature gradient is super-
adiabatic. This drives a convective instability. The time evolution
of this instability is followed by solving the MHD equations in the
thin flux tube approximation. Energy exchange with the radiation
field is included in the analysis. During the first few hundred
seconds, large amplitude chaotic motions are generated. Sub-
sequently, overstable oscillatory motions are set up, with a period
of around 200 s. In the top layers of the model (z~ 1500 km), the
amplitudes of the temperature and velocity fluctuations are
1500 K and 4-5kms ™! respectively. Our simulations of a flux
tube, with a transmitting upper boundary, show that the average
energy flux in the oscillations is inadequate for chromospheric
heating. However, the oscillations reveal several interesting fea-
tures, which are noteworthy in themselves.

Key words: hydromagnetics — Sun — chromosphere — convective
and radiative instabilities — nonlinear dynamics

1. Introduction

In the first paper of this series (Hasan and Kneer, 1986, hereafter
designated as Paper I), we investigated the dynamic stability of a
solar atmospheric model, threaded with a vertical magnetic field.
Owing to the presence of carbon monoxide (CO), there exists a
low temperature region (~2000 K) in the model at a height of
about 650 km above 75490 = 1. The temperature gradient at this
height is steep enough to render the atmosphere convectively
unstable. Using a linear analysis, we showed in Paper I, that
below a critical value of the magnetic field strength, purely
convective modes occur, whereas for stronger fields, the instab-
ility takes the form of overstable oscillations, similar to sub-
photospheric flux tubes (Hasan, 1985, 1986, 1989).
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Investigations into the CO cooling problem have recently
attracted interest as well as some controversy. In general, much
attention has been focused on molecule formation in the atmo-
spheres of cool stars, with a view to obtaining a clearer under-
standing about the structure of their outer layers. It was recently
suggested by Kneer (1983, 1984, 1985) that molecular radiative
cooling may lead to mechanical heating of the upper atmosphere,
thus producing a chromosphere. Muchmore et al. (1987) and
Tsuji (1988, 1989) pointed out the consequence of the low
temperatures and instabilities on dust formation and stellar wind
dynamics.

As far as the outer solar atmosphere is concerned, Ayres et al.
(1986) found from low spatial and high spectral resolution
observations of the Ca 11 K-line and the CO IR rotation-vibra-
tion bands, conflicting high and low temperatures. They re-
conciled this apparent disparity by invoking multi-column mo-
dels and concluded that “the chromosphere of the Sun is highly
structured”, in agreement with the observations of Secchi (1877).
From a time-dependent numerical simulation, Muchmore et al.
(1988) calculated equilibrium models with CO cooling and found
that in general different atmospheric structures are possible. Their
equilibrium models are very similar to those of Kneer (1985), with
an outer temperature close to 2000 K. Thermally bifurcated states
i.e., two different radiative equilibrium (RE) models with the same
effective temperature found earlier by Kneer (1985) and
Muchmore (1986), is also reproduced in these models.

While earlier investigations (e.g., Kneer, 1983, 1985;
Muchmore et al., 1988) took into account only few atomic lines in
addition to H™ and CO for the construction of the equilibrium
models, an important step forward was made by Anderson (1989).
He included practically all the important lines to calculate a line
blanketed RE model in non-LTE, with an outer temperature
close to 2600 K. It is worth noting that at such temperatures,
other molecular species can form, reducing the temperature still
further. Anderson predicted from his model that mild convection
in the CO cooled layers would occur, leading to a decrease in the
temperature gradient. Convection was indeed found in the nu-
merical simulations of Steffen and Muchmore (1988). The reac-
tion of RE models with CO cooling upon non-radiative energy
supplied from outside the atmosphere was investigated in a
parameterised fashion by Kneer (1985) and Anderson and Athay
(1989) and in a more sophisticated manner by Muchmore et al.
(1988), using acoustic wavetrains. The results of all these analyses
are similar and confirm that increasing the supply of input energy
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tends to inhibit the formation of a CO cooled region until finally a
pure chromospheric temperature rise is produced.

In the present investigation, we approach the CO radiative
instability from a different point of view. It is well known from
observations that the photospheric field occurs in the form of
discrete magnetic elements. Even in the chromosphere it is likely
that the inhomogeneous nature of the field will be preserved. We
focus our attention on the development of the instability in a
vertical flux tube and address the question: Is it possible for the
chromosphere to be self-excited by an instability located within
the atmosphere itself? Can dynamical processes transport energy
from the unstable region to higher layers and dissipate it there to
form a chromosphere? The linear stability of a RE atmosphere,
with CO cooling, in a flux tube, was examined in Paper L
However, a linear analysis is not appropriate for determining the
amplitudes of the motions and calculating the amount of energy
transported due to dynamical processes. This is because nonlin-
ear effects are important in the atmosphere, particularly in the
upper layers, in view of the small pressure scale height. For this
reason, we resort to a nonlinear treatment of the MHD equations.

Similar to Paper I, we work within the framework of the thin
flux tube approximatio:): for reasons of mathematical tractability.
For the same reasons, we do not take full account of the
complexities in the multi-line non-LTE approach, such as those
treated by Anderson (1989). Rather, our aim is to extend the
analysis of Paper I to treat nonlinear effects and to see how they
affect the dynamics and energy transport in the atmosphere.
Further refinements to the model will be undertaken in sub-
sequent investigations. The plan of our paper is as follows: in the
following section, we describe the initial RE model and outline
the method used in solving the MHD equations along with the
boundary conditions. In Sect. 3, we present the results of the
simulations and finally in Sect. 4, we discuss the main findings and
summarise the conclusions of our study.

2. Model and mathematical formulation
2.1. Initial model atmosphere

We start from the RE model described in Paper I, for the
unmagnetised atmosphere outside the flux tube. We consider a
vertical extension from z =280 km, where z measures the height
above T5900=1, to z=1640km and furthermore assume the
atmosphere to be in hydrostatic and radiative equilibrium with
T.r=5950 K. The reason for using an effective temperature
about 170 K higher than the solar value is given in Paper I.
Absorption and emission of radiation occurs through H™ bound-
free and free-free transitions and CO line transitions in the
fundamental rotation-vibration band (Av=1) at A=4.6 u. Both
H ™ and CO populations are assumed to be in LTE, and radiative
transfer is treated in the Eddington approximation. For the CO
line transfer, opacity distribution functions (ODF) are used. The
model exhibits a dip in the temperature structure about 150 km
wide at z="700 km, as can be seen in Fig. 1. At z=650 km, the
temperature drops from nearly 4800 K to some 2000 K, due to
strong cooling by CO, when the optical depth in the CO lines
becomes small (t¢o < 1). We have chosen this model atmosphere
for its extreme temperature stratification. The temperature in the
region dominated by CO cooling is so low that H, molecules
form and consequently, the RE temperature gradient becomes
superadiabatic, very much in the same way as it does in the
subphotospheric layers.
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Fig. 1. The variation of T, n,, ny and ny, with z

At this point, a comment on the use of ODF for the CO
rotation-vibration transitions is appropriate. This was criticised
by Mauas et al. (1989), who performed frequency by frequency
calculations for a total of 2220 lines of the CO IR fundamental
band to obtain the net radiative losses by CO molecules in semi-
empirical models. We consider this criticism to be unjustified,
although ODF admittedly do have their weaknesses (Mihalas,
1978). Mauas et al. do not in fact compare their CO cooling
results with calculations using ODF, but rather extend earlier
estimates (such as those of Ayres, 1981 or Kneer, 1983) based on
one-point frequency quadratures for the optically thin (cooling)
case to high opacity, density and temperature regimes. In the
latter, the approximate formulae cannot apply. Contrary to thier
claim, Mauas et al,, in fact, demonstrate (cf. their Table 3 and
Fig. 6) that at low optical depths, the CO formation is auto-
catalytic i.e., increases strongly with decreasing temperature.

We assume that the temperature in the flux tube at the initial
instant is the same as that in the ambient medium. The internal
pressure is determined by invoking horizontal pressure balance,
such that

2

B
PE)+2-= Pe(2) (Y]
T

where p and p, are the internal and external pressures respectively
and B is the magnetic field. We can rewrite Eq. (1) as

_ B
p(2)= mpe(Z) V)]
where

8np
B=—r- 3)

At the initial instant we choose f to be constant with height in the
atmosphere, which implies that the pressure (as well as density) in
the flux tube is lower than the external value by a constant factor
at each height. This atmosphere is, of course, no longer in
radiative equilibrium.

2.2. Equations

The time evolution of the atmosphere is now followed within the
framework of the thin flux tube approximation (Defouw, 1976;
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Roberts and Webb, 1978). As already stated in Paper I, this
approximation in the present context, is taken to the limit of its
applicability, since in the upper layers of our model, the tube
radius is no longer smaller than the pressure scale height.
Nevertheless, we still use it for mathematical convenience, since
the equations in this approximation are one-dimensional.

The equations we employ are essentially the same as those
used in Hasan (1984), apart from the energy equation, which is

oT Lo .
pC| v )= =pC.H—DTA + g @
ot 0z T

where t denotes time, p is the mass density, 7 is the temperature, v
is the vertical component of velocity, A=(V-v),-4, C, is the
specific heat at constant volume, y is the ratio of specific heats,
xr=1-0@np/0InT),, x,=1—(@Inu/dlnp);, pQ is the radia-
tive energy loss per unit volume, and is given by

0
pQ = 4n f K,(S, = J,)dv. )
0

In LTE, the source function S, is the Kirchhoff-Planck function
B,(T), J, is the mean intensity and k, is the absorption coefficient.
The integral in Eq. (5), over frequency v, is approximated by a sum
with appropriate summation weights (cf. Paper I). The calculation
of J, is in general rather complicated, since the equation of
radiative transfer is two dimensional. However, considerable
simplification occurs if we treat the problem in either the optically
thin or optically thick limits. In the former, the tube is assumed
transparent to all radiation, and the radiation intensity in the flux
tube is equated to the external value. On the other hand, in the
opposite extreme, we assume that the flux tube builds up its own
radiation field and J, is calculated as for the initial plane parallel
external atmosphere, using the equation

1 d%Jv
3 dr?

=J,—S,/(T) (6)

where 7, is the optical depth in the vertical direction, correspond-
ing to frequency v.

2.3. Numerical method

Equations (1) and (4) along with the equations of continuity and
motion [Egs. (1) and (2) in Hasan, 1984] were solved numerically
using the flux corrected transport (FCT) scheme of Boris and
Book (1976). This is an explicit finite difference scheme, with
second order time accuracy. Starting from the initial static model
atmosphere, described in Sect. 2.1, the equations were integrated
forward in time. The transfer equation was solved at each time
step, using the instant values of the thermodynamic variables. The
pressure was calculated via the ionisation (and molecular dis-
sociation) equilibrium, which were assumed to be achieved
instantly. We also assumed all atomic and molecular species to be
in LTE, except hydrogen, for which we employed an analytic
expression for the departure coefficients (Kneer and Mattig, 1978
and Paper I).

A uniform spatial grid consisting of 157 pt was used in the
computations. With lower and upper boundaries at z=80 km
and z=1640 km respectively, this gave a grid size of 10 km. The
time step was chosen small enough to satisfy the Courant
Friedrich Levy criterion, which typically yielded a value in the
range 1-2s.

2.4. Explicit vs. implicit treatment of radiative exchange

It was not obvious to us a priori, whether an explicit treatment of
the radiative loss term in Eq. (4) was justified, in view of the
nonlocal nature of the radiation field. In order to check this, we
performed another calculation in which this term was treated
implicitly. The temperature was first calculated explicitly using
FCT on Eq. (4), without §. Denoting this value as T}, the final
temperature with radiative loss was calculated by solving

ST+ 6T{1n+ 1) Q(n+ 1)
= +

ot ot C,

where the index n+ 1 refers to values at the new time step (we are
thankful to J. Mariska for suggesting this explicit cum implicit
treatment). A comparison of the explicit and implicit calculations
after t = 1000 s showed minor differences. The reason for the good
agreement lies in the shortness of the time step of about 15,
compared with the radiative time scales which are of the order of
10?% s or longer. Obviously, explicit computations run much faster
than implicit ones, because for the latter, one has to obtain
temperatures and opacities consistent with the radiation field.
This requires an iterative scheme. In view of this, we chose to use
the fully explicit method.

2.5. Boundary conditions

The treatment of boundary conditions, especially at the top
boundary requires careful handling, in view of the low gas density
there. For practical reasons, we consider a finite vertical extension
of the atmosphere and impose boundary conditions at some
height. Since there are in fact no physical boundaries, these
conditions should be as ‘inert’ as possible. We chose a transmit-
ting boundary condition for the upper boundary, when the flow
in the flux tube was upwards. This condition was implemented by
using the method of characteristics (Courant and Friedrichs,
1948). The characteristic equations are

dp, . dvy vp.get pxrQOct

Tt pe—E = + peg+ long C 7a, b
4 Trag, . * pcg Conc? along C (7a, b)
dpo  ,dpo _ pxrQ

——cf—= along C 8
i S @ POt ®)

where c, = \/ yp/p is the sound speed, v, = B/ \/ (4mp) is the Alfvén
speed and ¢, = ¢,v,/ \/ c2 + v? is the tube speed. The characteristic
curves C, and C, are given by

Cj:: - =Uics,
dt /.

c (dz)
H—) =v
o \dt o

At the upper boundary, only one boundary condition needs to be
specified during the upflow phase, when the flow speed is less than
the tube speed. We assumed that v was constant along the C,
characteristic. The remaining variables p and p were then deter-
mined from Egs. (7a) and (8). When v>c¢,, no boundary condi-
tions need to be given. During the downflow phase, we kept the
pressure and density constant at this boundary.

At the lower boundary, we assumed a rigid boundary and put
v=0. This is probably a reasonable choice, since the gas density is

(9a, b)

(10)
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fairly high here. We also assumed that p was constant. The
pressure was calculated using the C_ characteristic. Further
details about the numerical implementation of the boundary
conditions using characteristics can be found for example in
Hasan and Venkatakrishnan (1980).

In solving the transfer Eq. (6), the same boundary conditions
as those used in Paper I were used. Briefly, at the upper boundary
we assumed no incoming radiation from above and at the lower
boundary, the radiative flux was kept constant in time at the value
0Ty

3. Results

It is important to note that the dynamical behaviour of the model
flux tubes described in the following sections is due solely to the
unstable initial stratification. RE models, in which only H~
contributes to the radiative energy exchange, exhibit hardly any
motions (Jv] <300 ms ™! in the top layers) when a magnetic field is
introduced in the atmosphere. This small motion in general
damps out after some hundred seconds.

3.1. Optically thick vs. optically thin for =2

In Fig. 2, we compare the time evolution of v at various heights for
(a) the optically thick and (b) optically thin cases, assuming
Bo =2. Noting that the atmosphere in the flux tube is in general
not in energy equilibrium at t=0, it is hardly surprising to
observe that the initial response is a large transient. During this
transient phase, the atmosphere seeks to relax towards a new
equilibrium. This explains the large oscillation at the very be-
ginning in both cases for some hundred seconds or so. Sub-
sequently, we observe that the oscillations begin to increase in
amplitude, suggesting the presence of an overstability. The vel-
ocities are higher in the optically thin case, possibly because of the
shorter radiative exchange time scale (as defined by Spiegel, 1957).

6-0

z(km)
(a) —1590
4-0

----1270

2.0

0-0kss

-2.Q

2.0

V(kmsh

0-0fe<ons

-6-0 1 1 | | |
0 200 400 600 800 1000

t(s)

Fig. 2aand b. Time variation of v at various heights, for a optically thick
and b optically thin cases for f, =2.0
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(N.B. In contrast to Spiegel’s formulation of radiative smoothing
of disturbances, we deal with an overstable situation, where the
optical thickness determines the growth rate of the
amplitudes —see Paper I and also Kneer, 1986).

3.2. Optically thick case for B, =4

We discuss this case in some detail as a typical example of the
nonlinear behaviour of a convectively unstable atmosphere (with
CO) in a flux tube.

3.2.1. Velocities

In the linear analysis of Paper I, we found that the instability
growth rate increases with f,. This is because, the magnetic field
has a stabilising effect upon the instability. Thus, a decrease in the
field strength, or equivalently an increase in f,, should yield
higher velocities. This is indeed what happens, as a comparison of
Figs. 3 and 2a shows. The velocities in the upper layers can
become as high as 4-5kms™!, ie, greater than the tube speed
~3 kms™!. After very irregular motions during the first 350 s, an
oscillation with an approximate period of 200 s is set up. The top
layers need more time to come into phase with the deeper layers
and their motions, which are highly nonlinear, deviate from
sinusoidal perturbations.

Figure 4 depicts the height dependence of the velocity at
various instants of time. It is found that the low photosphere does
not take part in the motion, as the density there is much higher
than that in the chromosphere. The source of the motions is the
instability layer at z = 600 km. After a time lapse of 800s, the
whole atmosphere moves coherently, apart from the extreme top
layers, which are possibly influenced by the boundary conditions.

3.2.2. Temperature

In Fig. 5, we show the time evolution of T at the same heights as
for v. Denoting the peak to peak temperature deviation as AT, we
find AT =~ 3000 K. A comparison of the v and T curves shows that,

6-0

-8.0 1 1 1 1 L

0 200 400 600 800
t(s)

1000 1200

Fig. 3. Time variation of v at various heights for f, = 4 in the optically
thick case
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Fig. 4. Velocity as a function of z at various times in the optically thick
case, for f,=4
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Fig. 5. Time variation of T at various heights for §, =4 in the optically
thick case

at large t, velocity and temperature are out of phase, with the
temperature leading by some 50 s.

Figure 6 depicts the z dependence of T at various elapsed
times. The dash-dot curve gives the initial profile (which is the
same as the external one). The temperature ‘dip’ at z =~ 600 km
widens very quickly during the initial phase and its bottom fills up
as well. The abrupt temperature drop shifts downwards to
z=1550 km. Curiously, this is also the level at which the temper-
ature rise in empirical models (e.g., Vernazza et al., 1981) occurs.
The displacement of the temperature drop is a dynamic effect. The
internal energy of the unstable layer at z~600km and the
radiative energy absorbed in it are responsible for driving and
maintaining chromospheric motions.

3.2.3. Magnetic field

Our choice of f,=4 corresponds to an initial magnetic field of
B=590G at z=0 and B=0.37G at z=1640 km. Thus, the
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Fig. 6. Temperature as a function of z at various times for §, =4 in the
optically thick case
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Fig. 7. Height variation of f§ at various times, for 8, =4 in the optically
thick case

diameter of the tube increases from the bottom to the top by a
factor 40. These field strengths are much smaller than the kG
fields inferred from observations in photospheric flux tubes (e.g.
Stenflo, 1973 and Wiehr, 1978).

Figure 7 depicts the height variation of f at various times. The
dash-dotted curve corresponds to almost the beginning (t=1.4 s),
when f is constant with z. In the higher layers,  undergoes strong
fluctuations. These large changes are also found to occur in B and
the tube diameter. However, it is interesting to note that at
z=600 km, f settles down to values lower than the initial one,
with a mean value of about 0.8 at z=700 km and a corresponding
field strength of 60 G. This behaviour is an example of a
‘convective collapse’ in a superadiabatically stratified medium,
very similar to the results obtained by Hasan (1984, 1985) in
simulations of subphotospheric flux tubes. As was demonstrated
in these papers, the local increase of the magnetic field, stabilises
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Fig. 8. Enthalpy flux, at z=790 km, as a function of t, for S, =4 in the
optically thick case

Table 1. Time averaged enthalpy flux at different heights

z <Fenth>

(km) (ergem™2s71)
630 3.510°
790 —-3210°

1270 —-2010°%

1590 —5.510?

the atmosphere against dynamical instability (see also the discus-
sion by Schiissler, 1989). The pressure in the flux tube can be
calculated by using Eq. (1). In general, we find that ‘convective
collapse’ in the superadiabatic layer leads to a rarefied atmo-
sphere there with a pressure of some 40% of the external value.
The pressure in the upper layers is on an average between 2-5%
of the ambient value, whereas below the temperature minimum it
hardly changes from its initial value B,/(B, + 1).

3.2.4. Energy

Inspection of the various quantities that contribute to energy
transport, we find that the enthalpy flux F,,,, = 5/2(n,,kTv) is the
dominant term. Figure 8 shows the variation of F,,, with ¢ at
z=790 km. We find that, after the initial phase, it oscillates about
zero with a 200 s period. In Table 1, the time averages of F,,, at
four heights are given (we disregard the initial transient behaviour
upto 400 s for averaging).

Three of the four values in Table 1 are negative. But this has
no physical significance, and for all practicﬁl purposes we can
take them to represent no net enthalpy flux. Even their absolute
values fall short of the energy requirements deduced from empir-
ical solar models (Vernazza et al, 1981; Anderson and Athay,
1989). As may also be seen from Fig. 5, there is on average no
significant temperature increase at high atmospheric layers. Sim-

541

ilar results were also obtained for other values of 8, and also for
the optically thin limit.

4. Discussion and conclusions

The aim of the present study was to extend the calculations of
Paper I to the nonlinear regime with a view to examining the
consequences of having a self-exciting mechanism of oscillations
above the photosphere. In particular, we investigated the possib-
ility whether the motions driven by the CO instability could
extract sufficient energy from the radiation field near the T,;,
region of empirical models (at z~ 500 km) and deposit it in higher
layers to produce chromospheric heating. The magnetic field
serves the role of guiding the waves in the vertical direction. Our
results, however, indicate that the necessary heating does not
occur. The temperature increase in the upper layers is not
sufficient to term the final configuration as a chromosphere. What
is, however, found is that an overstable oscillation with a period of
some 200 s develops, with high amplitudes in the top layers, but
with very little energy transport. It is possible that with a
reflecting upper boundary, such as could arise due to a sharp
temperature rise in a transition layer, the results may have been
different. We defer the treatment of this case to a subsequent
investigation. Thus, an important finding to emerge from our
study is that the solar chromosphere, i.e., a non-radiatively heated
atmospheric region, does not develop due to a self-exciting
instability located at some 500—-600 km above the photosphere,
even with an extremely unstable configuration.

If the oscillations driven by the CO instability are not capable
of producing the required heating to simulate the chromospheric
temperature rise, the question of course arises whether there is
any other process, for heating the atmosphere. Although this is
beyond the scope of the present analysis, we would still like to
comment on this point. Earlier work (Ulmschneider, 1970; Stein,
1967; Stein and Leibacher, 1974 and references therein) suggested
that pure acoustic waves could heat the chromosphere. However,
0OS0-8 observations failed to confirm this hypothesis (Athay and
White, 1978). On theoretical grounds also, there are reasons for
doubting this. For instance Musielak and Rosner (1987, 1988)
found that the earlier estimates of the energy fluxes generated in
the convection zone to be too high. Heating by flux tube waves
may offer more promise (Musielak et al, 1987, 1989;
Ulmschneider and Zahringer, 1987), but the problem of gener-
ating an adequate energy flux still remains. It is quite possible that
the energy flux necessary for chromospheric heating is produced
as a combination of several mechanisms, but this aspect needs
further investigation.

Even though the results of our simulations indicate that the
energy flux in the overstable oscillations, excited due to the CO
instability, is insufficient to meet the requirements of the chro-
mosphere, the results nevertheless possess several interesting
features. The motions which are partly chaotic and partly period-
ic are reminiscient of the temporal behaviour seen in Ha in small-
scale structures of the chromospheric network (e.g., Kneer and
von Uexkiill, 1986; von Uexkiill et al., 1989 and references
therein). It is somewhat fortuitous that the period of the oscil-
lation found by us is close to the observed chromospheric 3 min
mode (e.g., Orrall, 1966; Liu, 1974; Cram, 1974), which is likely to
occur within magnetic flux tubes (Kalkofen, 1989). However, in
view of the dependence of the oscillation frequency on S, (see
Paper I), the inference that the CO instability is responsible for
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the 3 min oscillation would be speculative. The excitation of
oscillations in the chromosphere by a thermo-convective instabil-
ity was also mooted by Defouw (1970), although the physical
mechanism of the instability he suggested is entirely different from
ours.

The choice of our initial atmospheric model deserves some
attention. This model was constructed without taking into ac-
count the presence of a magnetic field. We arbitrarily assumed
that the temperature stratification, even in a flux tube, is the same
as the non-magnetic region. However, we chose a lower pressure,
so as to satisfy the condition for horizontal pressure balance. Such
a configuration is, of course, no longer in energy equilibrium. The
strong transient generated during the initial phases of the simu-
lations are a consequence of starting with a non-equilibrium
atmosphere. In general, the larger the departure of the starting
configuration from equilibrium, the more pronounced is the
transient behaviour. After sufficient time, the atmosphere should
ordinarily relax to a new equilibrium state. Owing to the CO
instability, which is not quenched, even in the presence of a
magnetic field, the final state is not a steady one, but an oscillating
one. The oscillations are driven overstable by the radiation field.
We find that for strong dynamic effects to occur, the magnetic
field strength in the tube should not be too large. For example we
find that in the final state, B~50-100 G at z=500km and
B~600 G at z=80 km. These values probably fall short of those
observed in the photosphere, below the chromosphere network
region (Stenflo, 1989 and references therein; Muller, 1985; but see
also Semel, 1986). It might be possible that the field strengths that
we have considered occur either during the birth and decay
phases of flux elements, on a time scale of some 1000 s (Hasan,
198S; Schiissler, 1989) or in ‘weak field’ elements outside the
chromospheric network. Also in the present investigation, we
dealt with a single magnetic element, while in reality the chromo-
sphere is likely to be a collection of many elements. Consequently,
the magnetic field is likely to be stronger in higher layers where
the dynamic processes will be confined laterally, so that the
energy does not spread out. We, however, defer these points to a
future paper.

As far as the computational aspect of the dynamic simulations
is concerned, the FCT code with radiative transfer proved to be
very stable and robust. We could, for example, follow several
thousand time steps without any numerical limitation. In prac-
tice, it was found that 1000 time steps sufficed to explain the
essential features associated with the nonlinear development of
the CO instability. Also, observations of network bright points by
Muller (1983) suggest a limited lifetime ~20 min for the small-
scale magnetic elements.

Lastly, we would briefly like to comment on the use of the thin
flux tube approximation. This approximation was made for
mathematical convenience. As already pointed out, it is unlikely
to hold in the upper layers of the tube, where its radius exceeds the
local pressure height. Using a 2D or 3D approach would, of
course, be more accurate. However, although this would change
the details of the results, the essential aspects to emerge from our
calculations are likely to remain unmodified.
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