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Abstract

This thesis is aimed at developing both hardware and software required for obtaining high
resolution images on a regular basis from ground-based telescopes using speckle and inter-
ferometric imaging techniques. A program (speckle code) for analysing the speckle data has

been developed and used to analyze speckle data obtained from a few solar telescopes.

The first Chapter provides an introduction to the thesis. It starts with an overview of
human endeavors to achieve high angular resolution in telescopic observations. It should
be mentioned that no serious attempt has been made to present the developments in their
chronological order. Another point to be noted is that only technical developments have
been highlighted but the scientific achievements that these developments have led to have not
been described, basically, to conform to the spirit of the title. These technical developments
provide the foundation for the explorations presented in this thesis. The thesis itself finds
its place under the the category of image restoration schemes mentioned towards the end
of the overview. The next few sections have been devoted to explain the adverse effects
of the atmospheric seeing, the importance of phases of an object’s Fourier transform, and
resolution as defined in Astronomy. Questions like Why is high resolution needed in Solar
Physics 2, Why should special techniques be developed for ground based observations, while
space telescopes have become the order of the day ?, and Why speckle and interferometric

imaging techniques alone have been addressed in this thesis ? have been answered in the next

few sections.

The second Chapter is concerned with the measurement of the atmospheric coherence
diameter -the so-called ‘Fried’s parameter’. This parameter severely influences the quality of
the recorded image in ground based observations; the larger its value, the better is the image
quality. Estimation of this parameter is essential in solar speckle imaging. A few methods
of estimating this parameter and their applicability to the nature of the data have been
explored in this Chapter. The details of the speckle and interferometric imaging observations
and the pre-processing methods that are essential for analysing the speckle data and have
been adopted in our speckle code have been presented in this Chapter. The details of the back-

end instrument developed at the institute for performing speckle observations at Kodaikanal

Observatory (KO) have also been described.



In the third Chapter, practical methods used in our speckle code to reconstruct an image
from a series of short exposure images have been described. In our speckle code, the Fourier
amplitudes of an object are estimated by Labeyrie’s speckle interferometry method and the
Fourier phases of the object are estimated using Weigelt’s speckle masking technique. The
reconstructed images of a few sunspot and pore regions, observed with the tunnel telescope
of KO show small scale features up to the diffraction limit of the telescope. The identification
of these indicates the importance of speckle observations in achieving high spatial resolution.
The reconstructed images of two sub-flare regions of the NOAA ARS8898, observed with the
15 cm Coude telescope of the Udaipur Solar Observatory indicate that ‘frame selection’ can
be one of the ways of improving the resolution. The high redundancy in the estimated phase
of the Fourier transform of the object increases the signal-to-noise ratio of the reconstructions
and implies that the reconstruction from a few selected ‘good’ frames can significantly improve

the quality.

The fourth Chapter is concerned with the application of speckle imaging. The speckle
imaging technique described in the previous Chapters was used to analyse near-simultaneous
filtergrams obtained in the G-band (A=4305 A ) and the K line of Ca II (A=3933 A) at a
plage region, quiet Sun region and the NOAA AR8923. As the seeing conditions were poor,
a reconstruction was obtained from three best images of the sequence of recorded images of
each region in the G-band and the K line of Ca II. The G-band bright points (GBPs) were
extracted from the corresponding reconstructed images using image segmentation techniques.
Then the morphology of the GBPs and the Ca IT K network bright points were studied in
each region. The prime objective of this study was to see whether this data can offer a clue
on the mechanism that leads to the preferential heating at the chromospheric level (network
boundaries) while the source, if assumed to be the GBPs, is distributed everywhere. We
suggest the possibility of having two classes of GBPs, those present at all locations and those
swept by the supergranular horizontal motions to the network boundaries. While the former
are perhaps generated continuously and observed at any given time, the latter may cause the
preferential heating at the Ca II K network boundaries. The intra-network GBPs could be

associated with the intra-network Ca Il K bright points, not resolved in the present data.



In the fifth Chapter, the basic principle of the interferometric imaging observations has been
described briefly. The possibility of having two kinds of transfer functions in such observations
has been indicated. A laboratory experiment performed to understand the details of ‘closure
phase imaging’ has been described. A program was developed to simulate phase screens.
Specklegrams and interferograms were generated from the simulated phase screens and used
for simulating fringes that could be formed by bright features residing inside pores. These
fringes were then compared with those obtained from real observations at KO by placing a
non-redundant mask at the re-imaged pupil plane of the telescope. Such observations can be
useful, at least to resolve isolated bright points. The problem of “source confusion” can be

minimised by restricting the field-of-view to about an arc second.

The last Chapter provides the summary of the thesis work. The speckle code developed by
the authors is compared with that developed by others and the advantages are highlighted.

This is followed by a brief description of the future plans of the authors.



Scope of the Thesis

The Sun is one among the billions of stars that beautify the space around us. It is
s0 near to us that we can see it in greater detail than any other star. Without the
Sun, there would be no earth, no seasons, no climate and no day and night. It is the
source of our very existence. An amazing fact is that we have not yet understood it
completely! It poses challenging puzzles even after nearly three hundred years of regular
observations. This thesis represents yet another attempt to unravel its mysteries. An
earnest reader may then wonder, why nothing related to the Sun has appeared in
the title! Experience tells us that a real breakthrough in our knowledge on the Sun
can occur only through high resolution observations. This thesis is aimed at gaining
expertise in such observations. Though the main motivation behind this thesis has
been to understand solar phenomena, the methods investigated in it are applicable not

only to solar observations but to the broader field of high resolution optical astronomy

and hence the title.

The subject matter of this has been divided into six chapters and the focus has been
on two high resolution imaging techniques, namely, the Speckle Imaging and the
Interferometric Imaging. The data used in this thesis have been obtained from
four different solar telescopes, viz. the Tunnel Telescope of the Kodaikanal Ob-
servatory (KO), Kodaikanal, India, the Coude telescope of the Udaipur Solar
Observatory (USO), Udaipur, India, the Coude telescope of the Uttar Pradesh
State Observatory (UPSO), Nainital, India and the Dunn Solar Telescope of the
National Solar Observatory/Sacramento Peak (NSO/SP), New Mexico, USA.
The back-end instruments needed for the observations at KO were built at the In-
dian Institute of Astrophysics (IIA), Bangalore. Most of the software required for

analysing the data was developed by the author during the last three years.



A major part of this thesis work has been the development of the software (speckle
code) to reconstruct an image (of an object) with enhanced contrast from a series of
short exposure images. While the Fourier amplitudes of the object are estimated by
Labeyrie’s innovative speckle interferometry, the Fourier phases are estimated with high
redundancy (and hence with improved signal-to-noise ratio of the reconstructions) with
Weigelt’s speckle masking (triple correlation or bispectrum) technique. The software
has been optimised for reconstructing small scale solar features that ride on a bright
background or a locally depressed background. The methods developed by various
authors to improve the quality of reconstructions have been incorporated into the
code. The ability of the code to obtain a ‘good’ reconstruction from a ‘few selected
good frames’, demonstrated in this thesis via the reconstruction of the speckle images
recorded at KO and USO, has made it suitable for reconstructing solar images obtained
from large telescopes, where the life times of features are relatively short. Another
advantage of the code is that it can also be used to reconstruct images obtained by
combining an array of telescopes, which has become the order of the day for achieving
high angular resolution. The code can now be used to reconstruct images from existing
solar (and stellar) telescopes on a regular basis. Another component of this thesis work
is the development of the software required for simulating phase screens and generation
of speckelgrams and interferograms from them. The simulated interferograms, again as

demonstrated in this thesis, can be used to improve our knowledge of the interferometric

image reconstruction of solar features.
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Chapter 1

Introduction

1.1 High Resolution in Astronomy - An Overview

From time immemorial, humanity has been striving to unearth the secrets of the heav-
ens. From the Galilean era of modest refractors to the modern era of multi-mirror tele-
scopes and space based interferometers; the focus has been on achieving two things, vz.
high sensitivity - ability to see faint objects and high angular resolution - ability to see
them in greater detail. The inveution of the telescope by Galileo in 1608, as an aid to
the human eye, was a first major step forward in the quest for high resolving power. It
was followed by building of telescopes with large apertures. However, at the beginning
of the last century, it was realised that the Earth’s turbulent atmosphere practically
limits the resolution of a ground based telescope to about an arc sec, irrespective of its
size.

Then emerged the concept of interferometry - making a ‘picture’ of a distant object
from the measurements of the spatial coherence of the light at different points in space
as a function of their separation. Michelson (1891) successfully applied this technique
to measure the angular diameter of the satellites of Jupiter. In 1921, he introduced a

new idea of mimicking a large telescope - collecting the light from a star on two small

1



2 Chapterl: Introduction

mirrors separated enough to resolve the star and reflecting the light into a relatively
small telescope. Named as Michelson’s stellar interferometer, it was the first successful
optical interferometer. Michelson and Pease (1921) measured the angular diameters of
a few stars with this interferometer. However, mechanical stability, pointing accuracy
and atmospheric scintillation prevented the continuous operation of such an instrument
at optical wavelengths.

A few decades later, a radio analog of Michelson’s stellar interferometer was built
by Ryle and Vonberg (1946) to study the radio emissions from the Sun. This was
followed by several other radio interferometers with increased baseline lengths. These
developments led to the concept of aperture synthesis - an art of synthesizing a large
telescope using small movable telescopes.

The next major step was the invention of the intensity interferometer, first in radio
(Hanbury Brown and Twiss, 1954; Jennison and Das Gupta, 1953; 1956) and then in
optical (Hanbury Brown and Twiss, 1957) wave bands. An intensity interferometer
measures the correlation of fluctuations in the intensity received by two separated
telescopes. This is a measure of the modulus of the complex degree of coherence.
Tolerance in the mechanical precision and immunity to the atmospheric scintillations
are some of the remarkable properties of such an interferometer.

Another breakthrough in the high resolution Imaging was the invention of speckle
interferometry (Labeyrie, 1970). Labeyrie showed that diffraction-limited resolution of
celestial objects can be achieved by appropriately averaging sequences of photographs
obtained with an exposure time of a few milli-seconds.

Advancement in the technology enabled the practical implementation of Active and

Adaptive Optics systems in 1980s, though the concept itself was introduced many years

ago (Babcock, 1953). These Systems compensate for the adverse effect of the Earth's

atmosphere on the images in real time. Recent developments (Ellerbroek and Rigaut,

2000; Ragazzoni, Marchetti and Valente, 2000; Beckers, 1989) have demonstrated the

capability of these systems to break the barrier of “limited angle imaging”.
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Space telescopes, like the Hubble Space Telescope (HST) (Peterson and Brandt,
1995; http://www.stsci.edu/hst/) and the Solar and Heliospheric Observatory
(SOHO) (Fleck, Domingo and Poland, 1995; http://sohowww.nascom.nasa.gov/),
symbolise another landmark in achieving high resolution.

In recent years, the concept of interferometric imaging has gained attention and
a number of optical interferometers, both with single and multiple apertures are be-
ing built (Armstrong et al., 1995; http://www.eso.org/projects/v1lti). In a single
aperture interferometer, the entrance pupil (or its geometrical image) of the telescope
is covered with a mask containing several sub-apertures (Baldwin et al., 1986; Haniff
et al., 1987). Each of the sub-apertures can be envisaged as a small telescope. In a
multi-aperture interferometer, the light from different small telescopes is combined to
make a ‘picture’ with greater detail.

Another remarkable attempt in achieving high resolution has been the develop-
ment of the tmage restoration schemes. These schemes ensure high spatial resolution
by suitably compensating for the deleterious effects of the turbulent atmosphere on the
recorded images. While the deconvolution techniques like Maximum Entropy Method
(Frieden, 1972; Ponsonby, 1973; Ables, 1974), CLEAN (Hoégbomm, 1974) and the phase
restoration schemes like ‘closure phase’ (Jennison, 1958) supplement the technological
developments in radio interferometry, phase restoration schemes like Knox-Thompson
algorithm (1974), Triple-correlation or Bispectrum technique (Weigelt, 1977) supple-
ment the speckle interferometry. Some of the techniques of radio interferometry, for
example, the Very Long Baseline Interferometry (VLBI), are being used in optical imag-
ing, too. In recent years, techniques like the Phase-Diversity (Gonsalves and Childlaw,
1979; Gonsalves 1982; Paxman and Fienup, 1988) and Phase-Diversity Speckle imaging
(Seldin and Paxman, 1994; Loéfdahl and Scharmer, 1994; Paxman et al., 1996; Pax-
man, Seldin and Keller, 1999) have been studied and implemented for obtaining high

resolution images of extended objects like the Sun.
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1.2 Atmospheric Turbulence and Seeing

The Earth’s atmosphere is an highly turbulent medium. Heating of the Earth’s surface
by the solar radiation causes turbulent air motions in the atmosphere. According to the
Kolmogorov’s theory of fluid turbulence (Kolmogorov, 1941), when the kinetic energy
of the air motions at a given length-scale is much larger than the energy dissipated as
heat by viscosity of the air at the same scale - a condition indicative of fully developed
turbulence - the kinetic energy of large scale motions would be transferred into smaller
and smaller scale motions; motions at small scales would be statistically isotropic; at

the smallest scales, viscous dissipation would dominate the break-up process.

During day time, large warm packets of air closer to the ground move up due to
buoyancy and initiate convection, causing turbulence near the ground (typically, up
to one km height from the surface, depending on local orography and strength of the
wind). They dissipate their kinetic energy continuously and randomly into smaller and
smaller packets of air, each having a unique temperature. These packets are often called
turbulent eddies. Convection changes with insolation and disappears during night time.
However, horizontal circulation of air starts. An important property of the turbulent
eddies is that they exist in a variety of length-scales and their distribution is random.
There exists an upper limit, Ly, decided by the process that generates the turbulence
and a lower limit, ly, decided by the size at which viscous dissipation overtakes the
break-up process. Within these limits (often called the ‘inertial range’), the energy of
an eddy is proportional to the 5/3 power of its linear size (Kolmogorov, 1941).

Turbulent air motions cause fluctuations (variations) in the density, pressure, tem-
perature and humidity of the air from one point to another. While the local temper-
ature fluctuations (variations) of the air could be of the order of a few hundredth of
a degree throughout the atmosphere, fluctuations of a few tenths of a degree or more
are typical in the lowest layer of the atmosphere. As the refractive index of the air is

highly sensitive to the temperature fluctuations, it varies randomly from one point to
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another. Fluctuations in the refractive index induce random optical path lengths to
the rays that are normal to the wave-front arriving at the atmosphere from a distant
star. Consequently, when the wave-front reaches the entrance pupil of a ground based
telescope, it becomes already corrupted in the sense that the surface of constant phase
is no longer planar; it has an overall tilt and small scale corrugations on top of it. The
r.m.s value of the phase perturbations increases with the size of the wave-front.

The perturbations in the wave-front produce effects similar to optical aberrations
in the telescope and thus degrade the image quality. When a very small aperture is
used, a small portion of the wave-front is intercepted and the phase of the wave-front
is uniform over the aperture. If the amplitudes of the small scale corrugations of the
wave-front are much smaller than the wavelength of light, the instantaneous image of a
star is sharp and resembles the classical diffraction pattern. But as the wind moves the
eddies past the aperture, the tilt of the intercepted wave-front changes. This change in
the tilt causes random motion of the star’s image at the focal plane. As the aperture
size increases, there is a decrease in the sharpness and the amplitude of the motion.
When a large aperture is used, the amplitude of the random variation of phase across
the intercepted wave-front is larger. This leads to the blurring of the image. The
image motion and blurring together are referred to as atmospheric seeing or simply

seeing (Young, 1971; Labeyrie, 1976).

1.3 Importance of Phase

The fact that the phase perturbations in the incident wave-front degrade the image
quality can be understood by looking at their relationship with the recorded image.
The complex field distribution at the focal (image) plane of a telescope is related to
that at the entrance aperture through a Fourier transform relation. The intensity
image of a point source recorded at the image plane is the spatial power spectrum

(modulus squared Fourier transform) of the complex field distribution at the entrance
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aperture. By the autocorrelation theorem (also known as Wiener-Khinchin theorem;
see Bracewell, 1986), the inverse Fourier transform of the intensity image is then equiv-
alent to the autocorrelation of the complex field distribution at the entrance aperture.
Thus, the presence of any degradation in the phase of the wave-front at the aperture
plane would mean degradation of the phases of the autocorrelation function or in the
phases of the Fourier transform of the recorded image. We know, from the theory of
signal processing, that in the Fourier representation of a signal, phase plays a crucial

role of preserving the positional information or the structural details (Oppenheim and

Lim, 1981).

(a) OBJECT - A BINARY
(b) and (c) - RECONSTRUCTED OBJECTS

(b) RANDOM AMPLITUDE, TRUE PHASE
() RANDOM PHASE, TRUE AMPLITUDE

Figure 1.1: (a) Intensity distribution of an ideal binary star. (b) Reconstructed image

with random amplitude and true phase. (c) Reconstructed image with random phase
and true amplitude.

To highlight this point, consider, for example, a simple astronomical object - a
binary star as shown in Figure 1.1 (a). This is an image that would be obtained under

ideal conditions. A degraded image can be obtained from this image by corrupting



1.4: Resolution and Fried’s Parameter 7

its Fourier amplitudes and phases and then performing an inverse Fourier transform.
Figure 1.1 (b) shows one such image, in which the Fourier amplitudes of the objects
have been replaced with random numbers and the Fourier phases have been retained
without any modification. Figure 1.1 (c) shows another image, in which the Fourier
amplitudes have been retained intact and the Fourier phases have been replaced with
random numbers. It should be mentioned that while introducing the modifications,
energy conservation should be maintained by multiplying the corrupted quantities with
suitable constants. It is clear that when the amplitudes alone are corrupted, the binary
nature in the image is recognisable, whereas, when the phases alone are corrupted, the
image becomes totally un-recognisable. Thus, the Fourier phase of an image is a very
important quantity to identify the structures in it. Thus, the path delay perturbations
induced by the atmosphere on the plane wave-front corrupt the phases of the Fourier

transform of the image which, in turn, severely degrade the recorded images.

1.4 Resolution and Fried’s Parameter

The definition for the angular resolution of an astronomical telescope is based on its
ability to separate the images of the two stars of a binary system. In general, for any
instrument, a limit, known as Rayleigh’s limit, is used to define its resolution. When
applied to an optical telescope, this limit implies that in order to declare that the
telescope has resolved the two stars, the principal maximum of the diffraction pattern
due to one of the stars should fall on the first minimum of the diffraction pattern
due to the other star. In the case of a single star, the radius of the first dark ring
in the diffraction pattern (Airy pattern) defines the minimum angular separation in
the object that can be imaged separately. Quantitatively, the resolution of a telescope

with circular aperture of diameter D can be expressed as 1.22 times the ratio of the
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observing wavelength to the diameter.
A = 1.22)/D. (1.1)

As remarked by Fried (1977), the Rayleigh resolution is not an absolute bound and
several authors have attempted to develop a more quantitative understanding of what
is meant by resolution. For example, Harris (1964) has shown that two point objects
separated by less than the Rayleigh limit can be resolved if the signal-to-noise ratio is
sufficiently high. Fried himself devised a scale known as resolution scale (Fried, 1977)
and prescribed a method to estimate the same from the Opﬁcal Transfer Function
(OTF) of the system.

In this thesis, we consider the most generally accepted definition of the resolution,
namely, the Rayleigh definition. In the presence of atmospheric turbulence, the resolu-
tion is drastically impaired. For example, for a 2 m telescope, the theoretical resolution
at 5000 A is about one sixteenth of an arc second. In the presence of atmospheric
turbulence, the available resolution is approximately an arc second, thus the resolution
is 16 times poorer than that possible theoretically. Surprisingly, as the size of the
aperture increases further, there is practically no improvement in the resolution.

For ground based telescopes, it is customary to consider the combination of the
turbulent atmosphere in the propagation path and the image forming lens as an image-
forming optical system and define the resolution as the integral over the spatial fre-

quencies of the ensemble averaged Modulation Transfer Function (MTF) of the system

(Fried, 1966).

R = /< 7(f) >df (1.2)

This is similar to the Strehl ratio, defined as the ratio of the observed intensity
image of the star to the maximum possible theoretical intensity. Defining resolution in

this way is more generic because it incorporates the effects of exposure times.
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Figure 1.2: Dependence of normalised resolution, R/Rmae, on normalised lens diam-
eter, D/ry. Solid line (A) - long exposure results, R/Rqr- Dotted line (B) - short
exposure far field results, ;rRo/Rmaz, Dashed line (C) - short exposure near field
results, ,;Ro/Rumaz, Dash-dot lines indicate asymptotic behaviour (D/ry — 0 and
D/rq — o0); from Fried (1966).

Fried (1966) derived theoretical expressions for average long and short exposure
transfer functions based on the statistical theory of the turbulent atmosphere (Rytov
approximation; Kolmogorov’s hypothesis; see Goodman, 1985; Tatarski, 1961; Tatarski
1968; Brown, 1966, 1967; Fried 1967; Keller, 1969; Ishimaru 1978). Denoting the
resolution obtained with long exposure times (typically 1 s) as R and that with
short exposure times (typically 10 ms) as Ry, Fried (1966) showed that significantly
better resolution can be obtained with a short exposure than with a long exposure. He
also showed that the atmosphere places an upper limit on the resolution that can be

obtained with long exposure times. This ‘liniting resolution’ is given by

Remaz = lim Reo = (7/4) (ro/AR)? (1.3)
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where R is the focal length of the lens forming the image, and 7, is the diameter of a
lens that would give the resolution equal to the R4, in the absence of the atmosphere;
rg is indeed a crucial parameter in evaluating good observing sites and in determining
the quality of the degraded image and is aptly called ‘Fried’s parameter’. There are
may ways of interpreting this parameter: it is a characteristic scale of atmospheric
turbulence over which the r.m.s. phase fluctuations in the wave-front is 1 radian. A
lens of diameter 7y is capable of achieving a 30% Strehl definition and an angular
resolution of the order of A/ry (Fried, 1965); it is the coherent length of the complex
amplitude of the perturbed wave-front (Ricort and Aime, 1979); it is the coherence
diameter of the atmosphere (Goodman, 1985).

Fried normalised the resolutions obtained with long and short exposure transfer
functions by dividing them by the limiting resolution. Figure 1.2 shows the normalised
resolution R/Rpmqz as a function of normalised lens diameter D/ry (Fried, 1966). For
D/ry < 1, the resolution increases as square of D/ry and for D /7y > 1, the resolution
reaches an asymptotic value of R,,... The dash-dot lines indicate the asymptotic
behaviour. An interesting point to note is that these the two asymptotes intersect
at D = ry and this forms the basis of the definition of ry. In conventional imaging,
exposure times are more than 1 s (for faint extra-galactic sources, it can be as high as

an hour) and thus an image is averaged over several states of the atmosphere, leading

to a poorer resolution.

1.5 High Resolution in Solar Physics

High angular resolution has always been necessary for solar observations. The Sun,
being the nearest star, is the sole “laboratory” where robust “experiments” can be
performed and their results interpreted to understand physical processes that occur
In it and in other stars. Though the Sun has been observed now for more than two

centuries, it still poses many interesting puzzles. The chaotic granulation, the formation
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and evolution of sunspots, pores, umbral dots and penumbral grains are some of the
photospheric features that require high resolution observations. At the chromosphere,
the structure is dictated by the magnetic field and morphological features like spicules,
fibrils, filaments and prominences are of importance. The following is a brief description
of some of the problems that forces a solar physicist to look for high angular resolution
images.

Granulation: The solar surface observed in white light (either from ground based
telescopes at very good sites or from a space telescope) or in a narrow band continuum,
outside the active regions, shows a cellular pattern of bright hexagonal structures of
about an arc second in size separated by dark lanes. A widely accepted fact is that
granules are manifestations of the convective transport of energy from sub-photospheric
layers to the photosphere. However, this picture has undergone a vast modification in
recent years. While it is believed that large granules are certainly due to convective
phenomena, the smaller ones, whose number increases steeply down to the diffraction
limit of the modern telescopes, possibly originate from the fragmentation of large ones
due to small-scale turbulent flows. Three dimensional numerical models and the high
resolution simulations of convection (Stein and Nordlund, 1998) predict scale sizes that
are less than the diffraction limit of the existing telescopes.

Thin Fluz Tubes: Small (~ 200 km) individual bright patches, observed near the edges
of the solar images in white light and near the disk center in certain spectral lines
are called faculae. The extra brightness of these features has been attributed to the
presence of thin flux tubes of high field strength (1 to 2 kG), and small (300-400 km
(Stenflo, 1973)) or even smaller cross section (Venkatakrishnan 1986; Solanki et al.,
1996). In the quiet region of the photosphere, there is a network (to be distinguished
from the classical chromospheric network pattern which is of ~ 30000 km in size) of
bright points of size < 0.5 arc sec and co-spatial with the inter-granular lanes. These
bright points have been associated with the magnetic fields. Studies of interaction of

these bright points with the granules (Roudier et al., 1994) indicate that 15 to 20% of
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them elongate, when they are ‘squeezed’ by expanding granules, by a factor of 9 with
a simultaneous increase in their brightness by a factor of 1.25 relative to the average
photosphere. This is against the predictions of the theoretical models of Kndlker and
Schiissler (1988), that the magnetic elements larger than 500 km ( > 0.7 arc sec) should
appear dark. High resolution magnetographic observations indicate that the transition
from bright to dark can occur even at smaller scales (300 km, ~ 0.4 arc sec). Muller
et al., (1994) suggest that during elongation, some mechanical energy should contribute
to the heating process. In a recent observation, using high resolution magnetograms
and filtergrams, Muller et al,, (2000) showed that the magnetic element present in
the network becomes bright and forms a bright point when it is compressed by the
surrounding granules as they converge. Obviously, there is further need to increase the
angular size, specifically to fix the size and understand the dynamics of the smallest
flux tubes.

Micro Structured Magnetic Atmosphere (MISMA): Recently Sénchez Almeida et al.,
(1996) have inferred from the asymmetry in the Stokes V profile that the photospheric
magnetic field contains structures that are finer (of size ~ 1-20 km) those known so
far (Sdnchez Almeida, 1998). For the magnetic flux to be conserved in the penumbra,
the vertical gradient of the vertical magnetic field has to be perfectly balanced by
the horizontal gradients of the horizontal components. While the vertical gradient
is evaluated by reproducing the observed asymmetric Stokes profiles, the horizontal
gradients are evaluated from the pixel to pixel variation of the measured magnetic
fields. It is found that these two independent estimates disagree by up to two orders of
magnitude (Sanchez Almeida, 1998). The inconsistency is explained by invoking the
concept that there might be unresolved structures within the resolution element and
that they might be of opposite polarity so that in a volume average, the net field is
underestimated. The best resolution available today is much less than that needed to

resolve these micro structures.

Observations of Flares: Sudden intense release of energy from some specific regions,
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where there is a (sudden) change in magnetic field is called a solar flare. The change
in the magnetic field is usually caused by the emergence of new flux. During a flare,
enormous amount of energetic particles are released (electrons with 10 MeV and nucle-
ons with several hundreds of MeV). The mechanism for the onset of a flare is not yet
completely understood. Moreover, due to its adverse effect on satellite communication
systems, flare prediction is an important issue in space weather forecast. High spatial
and temporal resolution is necessary for a detailed study of the evolution of flares.
Moreover, statistics of white light flares (Foukal, 1990; Xuan et al., 1998; Sylvester and
Sylvester, 2000) and the tiny flares (nanoflares) that could occur at H, may shed more
light on our understanding of both the flaring events and the associated active regions.
Coronal heating: One of the unsolved mysteries in the last six decades is the mil-
lion degree temperature structure of the solar corona. Recent SOHO/MDI results
(Schrijver et al., 1998) have shown the importance of flux cancellation events at small-
scales for coronal heating. The observations with Transition Region and Coronal Ex-
plorer (TRACE) have shown fine scale magnetic structures at coronal heights
(http://www.lmsal.com/TRACE/POD/TRACEpod.html). The sizes of these fine struc-
tures, when extrapolated to the photosphere would amount to the sizes of a few kilo-
meters. Thus high resolution simultaneous observations of the solar corona and the
photosphere may shed light on both the heating niechanisms and their possible origin

at the photospheric levels.

1.6 Formulation of the Research Problem

As atmospheric turbulence limits the performance of a ground based telescope, it is
quite natural to think of telescopes that can be operated from the space. Several
space telescopes have already been launched and the amount of information obtained
from them is really remarkable. However, space telescopes have associated problems:

weight and volume constraints prevent even medium sized telescopes; telemetry bot-
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tlenecks prevent fine sampling; back-end instruments do not get updated in tune
with the advancement in state-of-art technology; the lifetime is less and cost high;
Pre-determined, fixed, observing schedules prohibit unforeseen, quick investigations
(http://www.sunspot.noao.edy; http://www.uso.ernet.in). In order to avoid all
these problems, one is forced to develop ground-based techniques that are immune to
the atmospheric turbulence.

Several methods have been invented and used to obtain diffraction limited images
from the ground. In this thesis, we have tried to develop techniques that will help us
obtain high resolution images of small scale solar features.‘ The aim is to understand
the technical details ofshigh resolution imaging systems and provide a platform that
will help us in obtaining high resolution images on a regular basis.

We start with the simplest and well established technique, namely the speckle
imaging. We wish to develop our own hardware and software facilities for obtaining
and analysing the data respectively. In the course of the development of the technique,
we try to address some of the technical problems. One of the major problems in speckle
imaging is the calibration of the Fourier amplitudes. Knowledge of Fried’s parameter
is essential for calibrating the Fourier amplitudes in solar speckle imaging. We explore
a few methods to obtain reliable values of Fried’s parameter and their applicability to
different real data sets.

Then we move on to another high resolution technique - interferometric imaging.
Here again, the aim is to understand the technical details and develop the required
facilities. We also try to establish a tool that will help us in simulating the real data
as closely as possible, and use it to improve our understanding of the techniques.

It may be in order to state the reason for studying these two techniques alone in this
thesis. Labeyrie’s Speckle Interferometry is one of the greatest and marvelous achieve-
ments of modern high resolution imaging techniques. Speckle Imaging has been well
established for single apertures. The results are comparatively insensitive to telescope

figuring errors, provided the atmosphere introduces worse aberrations (Bates, 1982).
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Even anisoplanatism is not a serious problem, at least in the stellar imaging, as partial
lack of isoplanatism merely reduces the contrast. It needs relatively simpler software
and hardware facilities than the other (Phase Diversity and Phase Diversity Speckle
Imaging, Adaptive Optics) techniques and thus can form the first step towards the
development of ground based high resolution imaging facilities.

The lesson learnt from radio interferometry shows that ultrahigh resolution can be
obtained from only an optical analog of Very Long Baseline Interferometry. A simple
optical interferometric imaging system can be obtained by replacing the aperture of a
single telescope with a non-redundant mask. Radio interferometric methods can be to
reconstruct the images. The absence of certain spatial frequency information can lead
to the loss in the dynamic range in the reconstructed images - more so for extended
sources like the Sun. An array of telescopes can be cleverly chosen with an optimum
value of diameter and the separation between the telescopes so as to record information
at all the spatial frequencies of an equivalent monotlithic telescope. The bispectrum
technique can then be extended to process speckle interferograms (Pehlemann, E. and

von der Lithe, 1989, Reinheimer and Weigelt, 1987).
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Estimation of Fried’s Parameter for

the Speckle Data

In general, the transfer function of an instantaneous image is an inseparable combina-
tion of the transfer function of the atmosphere and that of the telescope (Ricort and
Aime, 1979). However, in the case of a long exposure image, the transfer function
can be written as the product of the transfer function of the atmosphere and that of
the telescope (Roddier, 1981). Hence, if rq is known, a long exposure image can be
deconvolved (using the theoretical expression for the long exposure transfer function
and linear filters like optimal and Wiener filtering; see Press et al., 1993; Gonzalez and
Wintz, 1977) and the resulting image can be subjected to scientific study.

As the degradation produced by the atmosphere varies both with space (direction)
and time, in stellar speckle interferometry the PSF is usually obtained by observing a
point object in the direction close to the extended object, immediately before or after
recording its image. An ensemble average of the power spectrum of the PSF (known as
Speckle Transfer Function (S3TF)) is estimated from the recorded data and then used to
compensate for the attenuation of the Fourier amplitudes of the object. Due to ubig-

uitous solar light, it is impractical to locate a point object in the sky during day-time

16
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observations. Consequently, in solar speckle interferometry, the Fourier amplitudes of
the object are compensated using a theoretical transfer function, derived first by Korff
(1973). Again, knowledge of vy is essential to estimate the theoretical STF.

Several methods have been reported in the literature for estimating this parameter
from solar images (Brandt, 1969, 1970; Aime et al., 1978; Roddier, 1981; von der Liihe,
1984a; Seykora, 1993). We briefly describe three of these methods in Section 2.1. In
Section 2.2, we present the details of our speckle data. In Section 2.3, we describe
the various preprocessing methods. In the last section, we present the details of the
estimation of 7y using one of the aforementioned methods depending upon the nature

of our speckle data.

2.1 Methods for Estimation of rg

2.1.1 From Angle-of-arrival Fluctuations

Fried (1965) expanded the phase of the wave-front over a circular aperture (for example,
at the entrance pupil of a telescope) in terms of a series of orthonormal polynomials,
each representing a specific geometrical shape and found that the coefficient of the
linear term is much larger than that of the spherical and quadratic terms for a given 7
and diameter D of a telescope. He concluded that the random tilting of the wave-front
is the major distortion. The random tilting of the wave-front from its average position
causes fluctuations in the angle-of-arrival of the light rays (assumed to be normal to the
surface of the wave-front). If Sx and By denote the fluctuations in the angle-of-arrival
in z and y directions respectively, then the resultant fluctuation < B > is given by

(Fried, 1975)
(g )=(a )+ (m ) —ossminpms (21)

From Equation 2.1, it is clear that:
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1. For a given ry (i.e. for given seeing conditions), the mean square fluctuation in
the angle-of-arrival of the light rays decreases as the diameter of the telescope

increases; that is, for large telescopes, fluctuations are negligible.

2. For a given D, the mean square fluctuation in the angle-of-arrival of the light rays

decreases as rq increases; i.e., the image motion is small when the seeing is good.

The fluctuations in the angle-of-arrival of the light rays cause image motion at
the focal plane of a telescope. The image of a point source obtained using small and
medium sized telescopes moves randomly in the focal plane and the magnitude of the
displacement depends on the seeing conditions. By carefully measuring the random
displacement of the centroid of the image, the mean square fluctuation in the angle-of-

arrival and 7o can be estimated (Equation 2.1).

Error estimation: The error §3 in the measurement of 3 is approximately equal to
the error 66 in the measurement of the displacement. The error §rq in the estimation
of ry is given by drg = 1.2r¢068/8. Thus, 67y is directly proportional to the error or
accuracy in the measurement of the displacement. In order to achieve higher accuracy

in the measurement of the displacements, higher spatial sampling is necessary.

Application to Images of Extended Sources: When applied to images of ex-
tended sources, it is found that only high frequency components of the image con-
tribute substantially to the image motion. This can be proved in the following way:

The fluctuation in the angle-of-arrival can be evaluated using an equation of the form
(p) = @D 9@ae-A)
2y L [P
= D05 [ rdr | Forn.D) - F(r,D) | DI, (22)

where the symbols have same meaning as in Fried’s paper (1965), except that the Gothic

font style of the symbols have been replaced by Calligraphic font style. Substituting
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the functions from Equations. (5.6a) and (5.6b) of that paper, we obtain
D
(a2 )= [ F(r)dr =0883(D*/4) /(ro/ D) = A(D,70),  (say). (23)

Separating the integral representing < (ar)? > into two parts, first with limits 0 to
D /2 and the second with limits D/2 to D, we find
D

< (ag)? > = /OD/2]—‘(7") dr + F(r)dr

D/2

I

A(D/2,m0) + { A(D,ro) — A(D/2, 7o) ]
= A(D,ro) [2"'/* + A(D,r)(21/* — 1) /213 (2.4)

The ratio of the second part to the first part of the this equation is ~ 11.699. Calling
the spatial frequency components less than D/2X as ‘low’ spatial frequency components
and the rest as ‘high’ spatial frequency components, we conclude that ‘high’ frequency
components contribute more to the image motion than the ‘low’ frequency components.
The relative shift of an image with respect to a reference image can be estimated using
a cross-correlation technique (von der Lithe, 1983) in terms of pixel /sub-pixel units and
the variance can be estimated in arc seconds. The cross-correlation is highly sensitive
to the low frequency components. This is due to the fact that the strength of the low
frequency components is higher than that of the high frequency components in the
Fourier domain. Thus image motion estimated using cross-correlation technique would
mainly be determined by low frequency components. As the contribution of the low
frequency components to the image motion is relatively small, any attempt to estimate
the image r.m.s. motion (using cross-correlation technique) without removing low
frequency components, would lead to a small value for the variance and consequently
a large value for r5. The low frequency components can be removed either by fitting
and subtracting a surface of the form B(z,y) = a¢ + a; - £ + a2 - y + a3 - zy from the
image or by a Fourier high-pass filter. It should be noted that Smithson and Tarbell
(1977) and von der Lithe (1983) have pointed out the need for subtracting a bi-linear

fit from the data to avoid the shift in the peak of the auto-correlation function due
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to the presence of linear trends. We find that such a procedure always essential while

estimating r from the image motion.

Limitations of the method: Since the variance of the image motion reduces dras-
tically with increase in the size of the aperture, it becomes difficult to estimate it
accurately. Moreover, blurring becomes a major component of the seeing for large
apertures. Thus estimating the Fried’s parameter using image motion may not be suit-
able for relatively large (D >> rq) telescopes. However, it can be used while observing
with small and medium size telescopes.

This method demands high spatial sampling. For example, to estimate ry with
an accuracy of 10%, given 75 = 5 cm, A = 6563 A, and D = 30 cm, image motion
has to be measured with an accuracy of 0.1 arc sec. The accuracy is limited by the
spatial sampling of the image. The accuracy can be improved by a factor of two
using an interpolation algorithm (Niblack, 1986) for determining the peak of the cross-
correlation function. This would imply that the sampling must be approximately 3
pixels per diffraction limit. For D = (.15 with other parameters the same as given
above and again assuming an accuracy of half-a-pixel, the spatial sampling needed
would be nearly 5 pixels per diffraction limit. For small telescopes, this would mean
magnification of the image at least by a factor of 3. When filters with bandwidths of
0.5to 1 A are used, the light level would be decreased drastically.

The motion of the image at the focal plane is equivalent to the change in the tilt
of the isophase surface of the wave-front at the aperture plane. The change in the
tilt occurs within a duration of a few milliseconds (typically 10 ms). To measure the
consecutive positions of the image exactly, the exposure time for each of the recorded
image of a sequence should be less than or of the order of 10 ms. Thus, for faint
stars, light level becomes a serious problem. Moreover, the seeing conditions do not
remain constant for a long time and a large number of frames have to be recorded in a

short (~ one minute for solar observations (von der Liihe, 1993)) duration to achieve
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statistically significant results. Thus, the need for short exposure times to freeze the
atmosphere and the the need for high frame rate are some of the constraints on this
method.

It has been mentioned in the literature that one of the major drawbacks of this
method is that the image motion due to the atmosphere cannot be distinguished from
that due to improper tracking and vibrations of the telescope. In other words, this
method is highly susceptible to tracking errors and can lead to incorrect estimation of
the image motion due to the atmosphere. However, by spectral decomposition of the
image motion, as seen above, one can indeed distinguish between the two. An alternate
scheme that is insensitive to the tracking errors, popularly known as DIMM, has been
developed by Fried (1975) and others (Sarazin and Roddier, 1990). It consists of two
small apertures mounted on a single tracking system, separated by some distance.
ro is estimated from the mean square value of the difference in the angle-of-arrival

fluctuations.

2.1.2 Power Spectrum Equalisation Method

In this method (Castleman, K. R., 1979; Stockham et al., 1975; Huang et al., 1971;
Andrews and Hunt, 1977), first the degraded image is segmented into square regions
that are large compared to the extent of the degrading point spread function. For
each segment, the power spectrum is estimated and the logarithm of power spectra
are added together and an average (i.e., geometric mean) power spectrum is obtained.
If the scene under consideration is complex enough, the signal components tend to
average out in the log power spectrum. The degrading transfer function does not get
averaged out as it is constant throughout the region (as long as the region is smaller
than an isoplanatic patch). In the absence of noise, the average power spectrum,
approximately converges to the logarithm of the squared magnitude of the degrading

transfer function. An important assumption in this method is that the object and
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the noise power spectrum are stationary. Though the atmospheric turbulence is not

strictly stationary, it is believed to be locally homogeneous and isotropic and hence

this method can be applied to long-exposure images.

Implementation of the method: We implemented the following procedure to ob-

tain the Full Width at Half Maximum (FWHM) of the degrading PSF from a single

long exposure image.

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

: Divide the image into a number of segments, each of half the size of the

original segment.

: Multiply the segments by a 100% Hanning window. This is basically to
reduce the ‘leakage error’ (Bracewell, 1986).

: Estimate the power spectrum of these segments.

: Estimate the noise as the standard deviation of the power spectrum values

of those pixels, that are beyond the diffraction limit.

: Subtract the estimated noise from the power spectrum. Replace any small

negative values of the order of 1073 by zeros.
: Find the average log power spectrum of all the segments.

: Find the square-root of the average (ie., geometric mean) power spectrum

of the images and divide it by the telescopes transfer function.

- Find the inverse Fourier transform of the resulting function to obtain the
PSF.

: Fit 1-D Gaussian to the cross-sections of the PSF (along z and y directions)

and estimate the FWHM. The average value of the FWHM is converted into
radians and then rg is estimated as \/FWHM
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Error Estimation: If 6 is the error in the estimation of the FWHM correspond-
ing to an error of drg in 7y, then the error dry in the estimation of ry is drg =
r280/X = 1o80/(\/1o). 66 is decided by the spatial sampling in the image. Again,
we find that high spatial sampling reduces the error involved in the determination or
ro. However, for a given spatial sampling, error will be less for bad seeing conditions.

In other words, higher the rg, higher will be the error, for a given spatial sampling.

2.1.3 Spectral Ratio Method

In this method (von der Lithe, 1984a), the ratio € of the squared modulus of the average
Fourier transform of an image to the ensemble average of its modulus squared Fourier
transform is used as a diagnostic of the seeing conditions at the time of observations.
It is called ‘spectral ratio’ and is a function of the telescope and the seeing conditions
alone. If the object under consideration contains structures beyond q = «, where
q = f/(D/X) is the normalised spatial frequency, f is the spatial frequency and
« = ry/D is the modified Fried’s parameter, then e steeply decreases beyond this limit.
When the ensemble average of € is expressed as a function of «v and q, isocontour lines

satisty the relation,

a=A-¢% ¥V a<0.3 (2.5)

where and A and B are constants. While applying this method to real data, first
the theoretical value of the spectral ratio is estimated and constants A and B are
determined for various values of €. A log-log plot of E(e(q)) vs. q is then obtained for
the observed data and the ratio obtained from theoretical models is overplotted. The
normalised frequency q at which the slopes of the theoretical and observed spectral
ratios match closely is determined and the corresponding spectral ratio is identified.
Then the constants A and B corresponding to the identified spectral ratio are inserted
in Equation 2.5 and « and rg are determined. The following two conditions should be

met for the successful application of this method: (1) The total duration of observation
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should be short enough to justify ergodicity hypothesis, (2) The total number of images

recorded should be large enough to ensure that the arithmetic average is equal to the

ensemble average.

Error Estimation: If §A4, dB and dq are the errors in the measurement of A, B and
q respectively, then the most probable error ér, (Bevington and Robinson, 1992) in the
measurement of rg is dro = ro[(6A4/4)? + (6q/q)? + (6B log q)2]*/2. Thus, the accuracy of
the result depends on the accuracy of the measurements of A(¢) and B(e), g and |q|. 69
can be assumed to be equal to the smallest spacing in the Fourier domain expressed in
normalised spatial frequency units. If we assume that A and B are measured with high
accuracy such that §A = 0 and § B = 0, then the percentage error in r is proportional
to the percentage error in q. As |q| is limited to the range 0.2 to 0.3 (von der Liihe,
1984a), the accuracy of the estimation increases when |dq| is small. In other words,
better accuracy can be obtained when this method is used for large (D > 7). Even
when 0 B is non-zero, error in rq is less when |q| is small as implied by the third term in

(870)*. Unlike the methods described earlier, this method does not demand very high

spatial sampling.

2.2 Data

Kodaikanal Observatory Data: Speckle and interferometric imaging observations

were performed on 2nd, 3rd and 4th August 1998 between 1 and 5:30 UT, with the
38 cm tunnel telescope of the Kodaikanal Observatory (KO) (Bappu, 1967) using a
re-imaging unit shown in Figure 2.1. The pupil plane was re-imaged using a 300 mm
F/5 collimator. A 5 mm aperture and a filter with 160 A bandpass, centered at
6520 A, were placed in the diverging beam close to the collimator. A non-redundant
mask (NRM, Figure 2.2) containing seven identical holes, each of diameter 300 micron

was placed in the collimated beam. 1 mm on the mask plane corresponded to 12 mm on
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the original pupil plane. The collimated beam was focused on to the EEV™ camera
P46582 consisting of 578 by 576 pixels of size 15 by 22.5 micron. The images were
acquired using a DT2861 frame grabber card which also re-sampled each row of the
image into 512 pixels. Only the central 128 by 64 pixels were activated using the
hardware windowing capability of the frame grabber card and used to record the image
of a pinhole of 1.5 mm diameter. This resulted in a circular field-of-view of about 8.25
arc sec in size, with 0.0931 arc sec per pixel along a row and 0.12375 arc sec per pixel
along a column. The theoretical resolution limit of the telescope is 0.43 arc sec at

6520 A. Several sets of images of a few sunspots and pores were recorded. Each set

——

PH AR L M) 12w Coo

Figure 2.1: The Re-imaging unit consists of: pinhole PH, which selects a portion of the
Sun’s image; Aperture A of 5 mm diameter; H,, filter F'; Collimating lens L1; side view
of the mask M (s); face on view of the mask M(f); camera lens L2; Charge Coupled
Device (CCD).

consisted of four sequences separated by about 17 s. After the first two sequences, the

mask was removed facilitating speckle imaging of the same region for the remaining two
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Figure 2.2: Mask configuration.

sequences. Each subset consisted of sixteen frames (the maximum number of buffers
available in the frame grabber card) with an exposure time of 9 ms and 1 ms each for
interferometric and speckle imaging respectively. The interval between the consecutive

frames in a subset was about 88 ms. The observations were accompanied by regular

dark-current and flat-field (defocused quiet regions) images.

Uttar Pradesh State Observatory Data: Four sequences of images of an isolated

sunspot and three sequences of images of a spot pair were recorded on on 2nd June
1999 between 1:17 and 3:20 UT with the 15 cm Coude telescope of Uttar Pradesh State
Observatory (Verma, 1999). The primary image was magnified using a Barlow lens. A
Halle-H, filter with 0.5 A bandwidth was placed near the focus. A 12 bit EEV37 camera

consisting of 512 by 512 pixels of size 15 micron, cooled by a liquid circulatory unit,
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was used to record 1000 frames per sequence at the rate of ~ 40 frames per second with
an exposure time of 7 ms per frame. The recorded field-of-view was 65 by 65 arc sec
in size with 0.65 arc sec per pixel. Five dark current and 100 flat-field (twilight sky)
frames were recorded. The theoretical resolution limit of the telescope is 1.1 arc sec

at 6563 A.

Udaipur Solar Observatory Data: Sixteen sequences of images of a sub-flare re-
gion and twenty eight sequences of images of another sub-flare region, both belonging
to the NOAA ARB8898 were recorded on 9th March 2000 between 5:30 and 7:00 UT
with the 13.5 cm Coude telescope of Udaipur Solar Observatory (Ambasta, 1999). The
selected region of the primary image was re-imaged using a combination of two lenses.
A Halle-H,, filter with 1 A bandwidth was placed between the two lenses. The & bit
Photometric CCD camera consisting of 768 by 493 pixels of size 11 by 13 micron was
used to record 100 frames per sequence at the rate of 1.2 frames per second with an
exposure time of 20 ms per frame. The recorded field-of-view was 57.6 by 67.8 arc sec
with 0.45 arc sec per pixel along a row and 0.53 arc sec per pixel along a column. The

theoretical resolution limit of the telescope is 1.22 arc sec at 6563 A.

2.3 Pre-processing

Dark and Flat-field Corrections: Average dark and flat-field images are obtained
from the recorded series of dark and flat-field images. The images of the object are
corrected using the standard procedure (McLean, 1989). When the flat-field images
contain artifacts due to dust specks, the procedure described by von der Lithe (1993)
is adopted to minimise their effect. However, it should be noted that Equation 4 of

that paper is erroneous and should be modified to

Fa) = -‘%mm ~ d(2)] + d(z) (2.6)

[
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where the symbols have the same meaning as mentioned in that paper.

Registration: In general, a sequence of images obtained from a ground based tele-
scope will have motion due to atmosphere as well as imperfect tracking. While the for-
mer has relatively higher contribution from high spatial frequency components (Sec 2.1.1,
Page 17, 19) the latter has uniform contribution from low and high frequency compo-
nents and is coherent over the entire field-of-view. The images of the sequence can be
aligned using cross-correlation technique (von der Liihe, 1983). When used to align the
images that contain a large number of isoplanatic patches, this technique would detect
only the coherent motion of the entire-field of view. This fact is used to align the images
to account for tracking errors alone. To detect the image motion due to atmosphere,
the images have to be segmented into several isoplanatic patches and a bi-linear least
square surface has to be subtracted from each of segments. The cross-correlation gives
the amount of shift needed to align a given image with a reference image with pixel
accuracy. However, the accuracy can be improved by a factor of two using an interpo-
lation method (Niblack, 1986). The necessary shifts are incorporated by multiplying
the Fourier transform of the image by a phase factor exp(2m)(k,z/m + kyy/n)), where
m and n are the number of pixels along a row and column of the image respectively and
2 and y are the required shifts in the corresponding directions. Functions £_ccorr.pro

and sushift.pro written in IDL for these purposes have been included in Appendix:A.

De-stretching: When the field-of-view of the recorded image is much larger than
the size of the isoplanatic patch, different portions of the image move differently and
hence the image gets distorted. The process of removing the effects of anisoplanatic
image motions from a time series of images is called de-stretching (November, 1986;
Topka, Tarbell and Title, 1986). For de-stretching our images, we used the software
package developed by the scientific staff of Sacramento Peak Observatory. The package
was provided by Prof. Steve Keil (Keil, 2000) of the observatory.
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Frame Selection: Most often it is convenient to select the best images from a series
of images for further analysis (reference image in de-stretching, for example). A few bad
images of a series of images recorded during moderate seeing conditions can significantly
alter the gain obtained from a few best images. We characterised each image by
its contrast (or sharpness) and identified the image having the highest contrast as
the best image of the series. The contrast is estimated as the ratio of the sum of

mean square intensity gradient in z and y directions and the mean intensity squared

(Scharmer, 2000).
C = Z((I(m +d,n) — I(m,n))? + (I(m,n+d) — I(m,n))*) /(1) (2.7)

where d can be selected as the number of pixels within the diffraction limit or a pixel

more than that.

Frame Segmentation: The step after pre-processing and de-stretching a sequence
of images is to divide each image into several overlapping segments that are smaller
than the typical size of the isoplanatic patch. We followed the procedure described
by von der Lithe (1993). We repcat the segmentation process for all the images of
a sequence and form a ‘sub-image sequence’ with the corresponding segments of the

sequence. We estimate rq for each sub-image sequence.

2.4 Estimation of r

2.4.1 KO Data

As mentioned earlier, the frame grabber re-sampled the image along a row. Moreover,
the video input supplied by the camera was ac-coupled and dc-restored. Thus, there
was no one-to-one correspondence between the pixels in the CCD and the digitised

images. Because of these reasons, we could not do meaningful flat-field corrections.
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However, While analysing the speckle data, we selected only those small scale features
that were away from the location of dust specks in the flat-field images. We used the
frame to frame motion of the features as an indicator of their solar origin. We selected
rectangular windows, centered at the feature of interest from the recorded images and
re-sampled them to have identical plate scale along the rows and columns. We de-
stretched the images when the selected field-of-view exceeded 4 arc sec. We estimated
rq using spectral ratio method for a few data sets. For two sub-sets (consisting of 16
images) of a pore region, (comprising 4 overlapping segments, each of ~ 3 arc sec) the
average value was found to be 943 cm. For two sub-sets (consisting of 16 images) of
a sunspot region, (comprising 4 overlapping segments, each of ~3 arc sec) the average
value was found to be 7% 3 cm. The huge error bars could be due to estimating 7o
from just 16 frames. Moreover, in the absence of flat-field images, noise could not be

estimated reliably. In a few cases, the observed spectral ratio was found to be close to

unity till the diffraction limit.

2.4.2 TUPSO Data

The images of the three sequences of a sunspot and four sequences of a spot pair were
pre-processed using the procedure described in the previous section. The registered,

rescaled images had 128 pixels in either directions with a field-of-view of 62.4 arc sec

square.

Estimation of ry from angle-of-arrival fluctuations: The registered images were

divided into a number of overlapping segments as explained earlier and r, was estimated
for each segment, using all the corresponding segments of the sequence of (~ 920)
images as explained in Section 2.1.1 (Page 17). A bilinear least square surface was
fitted to each segment and subtracted from it before estimating cross-correlation. Three

different sizes of the segments were considered, namely 8 by 8 pixels corresponding to
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3.9 arc sec square (leading to a total of 961 segments), 16 by 16 pixels corresponding
to 7.8 arc sec square (225 segments), and 32 by 32 pixels corresponding to 15.6 arc sec
square (49 segments). Tables 2.1, 2.2 and 2.3 show, respectively, the estimated values
of ¢ aiong with error bars for the three different segment sizes for a sequence of the
spot pair. It was found that the smaller the segment size, the larger the errors in the
estimation. For segments of size § by 8 pixels, the average value was 11.745.2 cm; for
segments of size 16 by 16 pixels, the average value was 5.8£1.5 cm; and for segments
of size 32 by 32 pixels, the average value was 8+7 cm. This is understandable, because
for smaller segments the number of pixels in a segment are less, the signal-to-noise
ratio is poor and hence the correlation breaks down. Fourier transforms may not give
correct results when the array size is very small. Also it was found that, for the segment
size of 32 by 32 pixels, 17 out of 49 segments (Table 2.3) have relatively large error
bars. A more careful inspection revealed that location of these segments correspond
either to the edges of the field-of-view or to edges of the sunspot. Errors can occur
in the former case because of the change of scene near the edges after registration. In
the case of sunspots, errors can occur if the segment does not cover them completely.
However, the errors are relatively large for the segments near the edges of the field-
of-view. Neglecting these 17 segments while estimating the average gives a value of
3+0.4 cm. For larger segments, anisoplanatic effects may dominate. However this does
not appear to be a serious problem, as more than 75% of the estimates have low error
bars in this case (the remaining 25% correspond to the edges of the field-of-view or
of the sunspots). Thus, the optimum size was found to be 32 pixels; it allows us to

estimate ry for a majority of the segments with about 25% accuracy.

The procedure was repeated for a few more sequences and the trend was found to be
similar. Thus, we concluded that the average value of rq for the sequences is 3.7+0.7 cm.
The images have been recorded at a fast rate and the time interval between the images
is ~ 25 ms. Thus each recorded image corresponds to one particular state of the

atmosphere. Therefore, these images are well suited for estimating ry from angle-of-



32 Chapter2: Estimation of Fried’s Parameter for the Speckle Data

arrival fluctuations. As mentioned in Section 2.1.1, higher sampling would improve the

accuracy of the estimated values.

Power-spectrum equalisation method: An average image was obtained by adding
all the images of the registered, de-stretched sub-image sequence and ro was estimated
along with error bars using the procedure explained in the Section 2.1.2. Three differ-
ent segment sizes were considered. It was found that the spatial variation of 7o was
very less (standard deviation ~ 10~°), indicating that 7o was more or less same for the
entire field of view. The error bars were found to be small for the segment size of 32 by
32 pixels. Thus the trend is similar to that obtained from angle of arrival fluctuations
- namely, the error is less when rq is estimated for a segment of size 32 by 32 pixels. As
the size of the image should be larger than the degrading PSF, segments of size 8 by 8 -
pixels were not considered. For the sequence, for which ry values estimated from angle-
of-arrival fluctuations have been presented in Tables 2.2 and 2.3, this method gives an
average value of 8.5+2.6 cm and 3.12£0.17 cm respectively. The values were similar
for the other sequences too. As the error bars are less for segments of 32 by 32 pixels

we conclude that the average value of 75 is 3 & 0.17 cm for all the observed sequences.

Spectral ratio method: We estimated 7y using the spectral ratio method for all the
registered, de-stretched image sequences. We restricted the analysis to only segments
of size 16 by 16 pixels (7.8 arc sec square). For each sequence, the images were divided
into 225 overlapping segments and ry was estimated for all the segments. For all the
sequences, the average value of rq was found to be 3.26 +0.57 cm.

Table 2.4 shows average values of ry estimated using all the three methods for all

the sequences.
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49 10,6148 {139 1LILAK | 209 11950 ILRLE2 |48 127L6.0 [ 530 100100 | G0 000L98 | 789 122456 | 830 11208 | 030 124457

40 129460 | 140 TLILAG ) 240 11dLs (22065 | 440 1L705.2 { 510 1L3LLS | 610 LL2LAT | 740 120158 | R0 I24L857 | 940 181163

A1 120L54 | 141 118152 | 241 10.5L4.2 ILALES | A1 LRBLES | S0 1L10A.6 | 6AL 107448 | 740 116160 | 841 116450 | 941 124167

A2 1LALAD [ 142 134106 | 242 108144 120157 {442 TLOLAG | 812 GI2 10245 | 742 129061 | 842 126159 | 842 140472

43 1LBLAR [ 143 1LOLA8 | 240 1LULAY LADLTE | 448 112447 | 508 GU5 120154 | T LLHLAZ | 8438 1LSLAS | 040 14ALGE

4 1L8L52 | 14 TLELEL | 200 1AL TLGELAY [ 44 8ROLLL | 540 TLTLSL [ 6 1BALEG | 744 10840 | Ba4 1LOLEO [ 940 18 6

45 12TLG0 | 145 12 TLG0 | 245 LLALSO [ 845 120L80 [ 445 105142 | M5 ILHLES | 645 110146 | TS  196LE8 | B45 LA0 | 85 108044

A 1LSLAD | 146 I5BLE7 1296 LLALAY | 346 130062 | 196 1LOLAG | 516 W.BLAA | 616 106540 | 746 1670090 | 46 11,7452 | 946 128160

AT 126159 | 17 110053 | 247 11AL4S | 3T LLHLAD | 447 125858 | 5T 647 02040 | 77 107443 [ 847 114240 | 847 108152

a8 ILTLSL [ 148 LB IL63 | 208 12L70 [ 348 107444 | 448 105549 | S8 GI8 T0BL45 | T8 100L4] | B8 T1LLLAT | 948 136168

A0 VLRLEZ | 14D 120854 | 240 120054 | M9 OKOLET | 448 1BGLGH | B9 102040 | 648 114LAD | 719 10542 | 840 LRTLEH | 940 ILALEO

50 114149 1150 1LELA0 | 250 TLALA2 [ 850 LLLLGY [ 450 10,6140 | 550 104143 | 650 0.70LRT | 750 ULALGG | 850 1LILAS | 950 10.9448

S (LBES0 1161 DLLAS | 251 11447 850 1LOLES | 451 0L6.2 | 561 840428 | 681 118152 | 750 108444 [ 851 (LIL4G | 551 (26150

G2 1LALAS 152 115140 | 250 109445 [ 952 121154 [ 452 102040 | 552 10.204.0 | 652 G8LA5 | TB2 ILOEE] | 852 ILGLAD | 082 128160

GFOJ28L60 153 119183 | 250 (LOLBS [ 855 LEBLGS [ 450 DLILAG | AST 1LOLAG | 655 125158 | 783 104241 | 853 10.9L45 | 981 1L1L4H

SlOILTLAD [ 154 BRYLT0 | 204 134166 LLOLED | add BAOLDT | 554 12,165.0 | 654 1LGL50 | T84 108144 | BG4 TLALED | 95 (08145

65 JLOLAS | 155 20454 | 255 104240 [ 855 1LAL4D | 4S5 1LBLARO | 555 LL1L7.0 | 666 1LBLB2 | THR  LLTERL | 806 11147 | 966 L0.0L4D

56 120471156 1LOLA6 | 256 IB0LES L 886 110448 | 456 120054 | 856 115450 1 656 112448 | 7RG 13ALGE | 856 122055 {056 107444

87122455 15T 1LILLY (257 100545 {857 LL7L80 [ 457 I28L5.6 | 657 S.60L0.0 | 687 119440 | 757 ILOLSO | 85T JLSLA8 | 95T 135148

SH11ALAY | 158 LLOLGG | 208 128057 |58 (B.6LGH | A58 126050 | 558 (L1LLT | 618 020430 | 75B 100045 | 8% 100545 | 958 1I0AL42

B9 1LBAAD | 150 122405 | 250 JRSLGT | 850 120084 [ 450 (L0170 [ 859 LLGLS. | 659 G.00L3.6 | 780 I25L58 | REY 110446 | 950 10.0045

G0 1LALAY | 160 110006 | 260 112047 | 360 (LOLE0 | 400 159E00 [ 560 117450 600 0.9043.3 | 760 LLOL5.0 | 860 100439 | 960 125058

01 TL2LAT [ 161 11853 | 261 L0AL4] [ 361 900403 [ 461 (4TL7.8 [ 661 15.0L8.0 | 661 000138 | 761 120£6.2 | BGl 104442 | 961 110146

62 (28L6.1 1162 184166 | 202 (24157 | 362 000432 | 462 LLOLTT | 562 106150 ) 62 W74 [ 762 040434 | BO2 112148

63 120457 | 163 11,0446 | 263 1LBEBD | 863 0.20000 | 463 (OLAYN | 563 WBLAG | 663 100045 | TG BS0L20 | 863 10.7Lda

G4 IRULES | 161 I0BEAA [ 264 T2TE60 | 364 INGLAS | 464 IRTLO0 | 864 1250158 | 664 ULBLSZ | T 112047 [ 804 122055

65 ILTLSL | 165 1L0LLG | 265 120456 112048 |65 LRILGH | 565 L09L6.A [ 666 107044 | 766 WOLAS | B6S 113148

66 BLILGA | 166 1LOLA3 | 260 125058 | 066 D.60L06 | 166 1RDLGH | 566 190062 § 666 119453 [ 766 103465 | BGG 121155

67 124057 [ 167 116150 | 267 1L0L40 | 067 120055 | 67 10.6£43 | 567 067 122450 | 707 100L50 | 86T LLTLGH

GH 12054 [ 168 IRALS.G [ 268 1LBLGY | 808 LLALGE | 468 14207 | 568 668 126458 | 768 112407 [ 808 126154

69 1LALAD | 169 FLTLGD | 269 LLILAS 060 121155 469 (2TLAD | 569 106410 | 660 104148 | 760 L2ILS5 | BGY  1LALAS

0 1ZBLGA | 170 ILELE2 | 270 D.60L34 | 470 1LALE3 | 470 570 102040 | 670 1LBL6Z | TT0 127159 | 870 12416

TUOULBEAS (171 128058 | 270 970437 {071 1LTA50 | 471 ATLOI0HLEA | 67] J00LA5 | TT1 121055 | 871 119450

72 12ZLE05 | 172 ILTLAL | 272 LLTLS0 | 972 (L0446 | 472 AT2 0 10BLAA [ 672 ILBXAG | TT2 1LTLAL| 872 110146

THOLLOLSS | 178 12,0054 | 270 06403 [ OTE 120458 [ 478 121U | 578 I38LG8 | 679 LLTLGL ) TR LATLGH | AT 124166

TOIL6EED 174 PLILLT 274 10714 | 070 121054 [ AT4 ILOLSS [ 674 10562 [ 67 120854 | 774 127460 | 874 121155

7 1LALAT [ 176 TLGLS0 | 275 950085 | 075 1LILAR |76 [LGLS.0 | 575 10.204.0 | 675 11LRLA2 [ 776 127450 | K75 L17L52

TALHLAS | 176 126450 | 276 12HLAG {076 ILTAB2 [ 476 1AG1A2 | 576G 105642 | 676 10.M1Ad | 776 16919.0 | 476 1LELAO

TTONLLLAG [ 477 TL2008 | 277 00445 | 377 107452 [ 47T 0.40LEA | 577 100L39 | 677 1LSL50 § 777 105445 | 8V 10065

T8OLLGLAO [ 178 107004 | 278 LLGLRL [ UT8 (08445 [ 478 O.60LH6 | 678 101039 | 678 LLAL49 | TTE ILTASL | WTR 107143

THOI25L58 179 TLELAD (279 LLOLRS (379 116150 (479 (24058 [ 579 LLTLG0 | 679 HO.TLAS (779 050137 [ 870 (D4LAS5

B0 TL1ILA6 | (B0 JOOLAS | 280 103400 | S80 (24487 L480 109445 | 580 IUGLT.6 | 6RO 112448 | 78D 123157 [ RS0 1152

8L TL2L4T | 1BY FL5LA0 L 281 1Z6LR9 [ G81 10040 1481 20055 | SR1 127660 | 681 1041421 TRL ILTLEY | BEL 110440

B2 OLALST | 182 108144 | 282 LLTL0Z {082 115050 [ 482 [04kd2 | 882 100L46 | 642 107043 | TH2 ILALAO | 882 112404

BIOTLGLSD | I8 LLGLGH | 283 LLALAD | UKD TLOLA6 [ 483 O.BOLAT | ABS 920133 | 683 THS 124158 | 883 112048

BLOLZOLSA | 180 123056 | 280 128066 | 080 107460 | R4 104142 | 584 860L2.9 | 680 (LBLE2 | THA  [ALGG | B84 10.9LA5

85 106140 | (85 127000 [ 285 LLOLAX [ 985 1L1LAT 185 122156 | 585 I2645.9 [ GBS 10040 | 78S HH5 IBALLRS

B6 LLILAT | 186 TLGLG0 | 280 130162 | 986 TR1LAT | ARG ID0L%E | 68G 11 86 16.5 | 86 BAG  LLOLAR

87 JLSLD0 |17 J0SLLS 28T LLBLA2 [ ONT Q02040 [ 487 10814 | BT D.90LD.8 | GKT 122056 | 787 140470 | 887 t0.6L43

K8 120054 | 188 288106140 | BB 11LBLA8 [ 488 U00LIH | BRH 102240 [ 688 LLOLEO | TR 1DHL6.8 | BB8  D.BOLAT

B LG43 | 180 12 289 LLTLGL | 380 IL5L60 | 489 197178 | SRS 126050 [ 689 1280601 TRY [LILAT | BRS 1031401

Q0 VLOLAE [ 190 TLOLES 200 11ALAD [ 390 LLILAT [0 LIALG { SO L1164 | 690 LLALAS | 700 LLB£5.2 | 890 LL5LE0

BUTLEAAT [ 191 TEBLA2 F201 100045 {300 LLELS2 [ 401 360190 | 591 127160 {600 LLILAB | 791 150462 [ 801 185167

92 123056 | 192 108545 | 302 136467 | 492 128160 [ 592 105267 | 692 LLILOG | 792 1304600 892 117052

012IL0D (00 11 VEALTS |30 105442 ] 493 11424 [ 500 109845 | 893 WLALA2 | 703 124457 | 89

94 120454 | 194 121858 | 200 IZTL60 [ 391 [LSLAD (494 112047 | 504 108L7.0 | 690 100130 [ 794 0.20k800 | B9

95 125158 105 11746 VEALLT [3495  TL6LSD | 495 103040 | 595 110046 | 695 10.554.2 | 705 10OLA6 | R9S

96 1L | 196 TLALAY L 896 140081 {496 110080 [ 506 121154 | 686 113548 | 706 900138 | 806

97 105142 | 197 TLSLAR | 207 LLRLE2 597 126150 497 LLILGS | 50T 0.60L0G | 697 1LOLES | 797 125858 | 807 .6

9N VZLZALG | IO LL7A6L Q298 (LDLA [ 398 L0ALAL |08 125058 | 508 104840 | 698 111046 | 708 LLILGA | 898 114149

9 12IL5A | 109 129162 | 299 990 105142 1499 1U9LB0 | 599 10.514.2 | 689 10.61400 ] 7Y LLOLED | B9 112048

10 121165 | 200 111147 | 3K AU LLILAG | 500 108445 | 600 11L645.0 ] T00 108145 | KOO 12345.7 | 900 1820064

Table 2.1: 7¢ estimated from angle-of-arrival fluctuations, for a sequence of images of

a spot pair with a segment size of 8 by 8 pixels (~ 4 arc sec): S is segment number,

and rq the corresponding Fried’s parameter.
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ro(ecm) | S r(em) 'S ro(em) | S 1o (cm) | S 1o (cm)
5.70+t1.4 | 46 5.60%=1.3 | 91 8.10+2.6 | 136 6.20%1.6 | 181 4.40+.90
5.60x1.3 | 47 5.404+1.3 | 92 9.10+3.2 | 137 10.3+4.1 | 182 5.8041.4
5.90£1.5 | 48 6.10£1.5 | 93 5.50+1.3 | 138 7.0042.0 | 183 5.00%1.1
6.00£1.5 { 49 5.40+£1.2 | 94 4.80+1.0 {139 5.30+1.2 | 184 6.20+1.6
5.60£1.3 | 50 6.00£1.5 | 95 5.30+1.2 | 140 5.00+1.1 | 185 5.1041.1
5.20£1.2 | 51 5.50£1.3 | 96 6.30+1.7 | 141 5.70+1.4 | 186 6.40+1.7
6.90+£1.9 | 52 5.70+1.4 | 97 5.40+1.3 | 142 5.40+1.2 | 187 4.90+1.0
5.30£1.2 | 53 10.4+4.2 | 98 6.00+1.5 | 143 6.20=1.6 | 188 5.6041.3
9 6.40£1.7 | 54 6.10+1.5 | 99 6.70+1.9 | 144 6.20+1.6 | 189 5.30%1.2
10 5.60+1.3 | 55 5.30+1.2 | 100 7.60+2.3 | 145 7.20+2.1 | 190 4.40+.90
11 5.60+1.3 | 56 7.60+2.3 | 101 7.90+2.5 | 146 6.70+1.9 | 191 4.70+1.0
12 5.00+1.1 | 57 5.60+1.3 | 102 11.945.3 | 147 5.70+1.4 | 192 4.60+.90
13 5.30+1.2 | 58 5.40+1.2 | 103 6.10+1.6 | 148 6.30+1.7 | 193 6.90+1.9
14 6.40+1.7 1 59 5.10+1.1 | 104 5.80+£1.4 | 149 6.80+1.9 | 194 5.70+1.4
15 6.10+1.6 | 60 7.50+2.3 | 105 5.60+1.3 | 150 7.90+£2.5 | 195 7.00+2.0
16 6.50+1.7 | 61 6.70+1.9 | 106 6.50+1.7 | 151 6.70+1.9 | 196 5.40+1.2
17 5.50+1.3 | 62 5.10+1.1 | 107 5.50+1.3 | 152 6.60+1.8 | 197 6.40+1.7
18 7.20%2.1 | 63 5.90+1.4 | 108 4.90+1.0 | 153 5.80+1.4 | 198 5.80+1.4
19 6.20+1.6 | 64 6.50+1.7 | 109 5.10+1.1 | 154 4.80+1.0 | 199 3.00+.70
20 4.20+£.80 | 65 5.70+1.4 | 110 5.20+1.1 | 155 4.90+1.0 | 200 4.40+.80
21 5.80+1.4 |66 5.40+1.2 | 111 5.30+£1.2 | 156 4.90+1.0 | 201 4.80%1.0
22 5.10+1.1 | 67 5.30+1.2 | 112 6.60+1.8 | 157 4.60+.90 | 202 3.90+.70
23 6.40£1.7 | 68 580+1.4 | 113 6.90+2.0 | 158 4.90+1.0 | 203 4.20+.80
24 5.30+1.2 | 69 5.60+1.3 | 114 5.10+1.1 | 159 4.90+1.0 | 204 4.00+.70
25 5.20%1.2 { 70 5.60+1.3 | 115 4.90+1.0 | 160 5.70+1.4 205 4.50+.90
26 4.40+.90 | 71 5.00+1.1 | 116 5.70+1.4 | 161 12.3+5.6 206 4.70+1.0
27 530+1.2 | 72 51041.1 | 117 5.90+1.5 | 162 4.90+1.0 207 4.50+.90
28 4.70£1.0 | 73 5.304£1.2 {118 7.30+£2.2 | 163 6.30+1.7 208 5.90%1.5
29 4.80+1.0 | 74 540+1.2 | 119 9.90+3.8 | 164 6.00+1.5 | 209 5.40+1.2
30 4.00£.70 | 75 5.70+£1.4 | 120 6.70+1.9 | 165 6.60+1.8 210 6.40x1.7
31 5.30+£1.2 176 7.80+2.4 | 121 9.4043.4 | 166 6.40+1.7 211 5.60+1.3
32 4.80+1.0 | 77 5.50+1.3 | 122 6.60+£1.8 | 167 5.10+1.1 | 212 5.80+1.4
33 5.60+1.3 |78 6.00+1.5 | 123 5.00+1.1 | 168 5.90+1.5 | 213 5.80+14
34 4.90+1.1 |79 550+1.3 | 124 4.10+.70 | 169 5.10£1.1 | 214 4.30+4.80
35 5.40+1.2 {80 5.30+£1.2 {125 4.80+1.0 | 170 530%1.2 | 215 4.80%1.0
36 5.40%1.2 | 81 5.20+£1.2 | 126 4.9041.0 | 171 6.50£1.7 | 216 4.104.70
37 5.70%1.4 | 82 4.50=.90 | 127 5.80+1.4 | 172 4.70+£1.0 | 217 4.40%.90
38 6.10£1.6 | 83 5.30x=1.2 | 128 5.30+1.2 | 173 3.60£.60 | 218 4.80%1.0
39 5.90+1.5 | 84 7.8042.4 | 129 540+1.3 | 174 4.80+1.0 | 219 6.00%1.5
40 4.70+1.0 | 85 4.8041.0 | 130 6.0041.5 | 175 4.60+.90 | 220 5.30+1.2
41 5.70+1.4 | 86 4.904+1.0 | 131 4.10+.80 | 176 4.80£1.0 | 221 4.60+.90
42 5.50%1.3 | 87 7.1042.1 [ 132 5.10+1.1 | 177 9.30+3.4 | 222 5.00%1.1
43 6.30£1.7 | 88 5.20+1.1 | 133 8.70+3.0 | 178 5.10+1.1 § 223 5.40+1.3
44 6.00£1.5 | 89 5.1041.1 | 134 157489 | 179 9.70+3.6 | 224 4.30%.80
45 6.30£1.7 | 90 7.2042.1 | 135 6.30+1.7 | 180 7.10£2.1 | 225 4.40+.80

00 ~1 O Ot W N =T

Table 2.2: ry estimated from angle-of-arrival fluctuations, for a sequence of images of a
Spot pair with a segment size of 16 by 16 pixels (~ 8 arc sec). S is the segment number

and 7y is the corresponding Fried’s parameter.



2.4.3: USO Data 35

rp (cm) S rg {cm) S ro {cm) S ry (cm) S rg {cm)
3.700£.6000 | 11 22.50+17.10 | 21 4.200+.8000 | 31 2.600+.3000 | 41 12.5045.800
3.100+.4000 | 12 2.700+.4000 | 22 9.000£3.200 | 32 4.400+.9000 | 42 86.70%£202.0
3.700+.6000 | 13 11.20£4.700 | 23 5.70041.400 | 33 6.200+1.600 | 43 1.800=£.2000
1.900£.2000 | 14 7.000£2.000 | 24 4.100£.8000 | 34 4.000+.7000 | 44 2.700=%.4000
4.100£.7000 | 16 42.20454.00 | 25 2.5004.3000 | 35 6.000£1.500 | 45 2.200£.2000
9.200£3.300 | 16 5.500£1.300 | 26  3.000%.4000 | 36 1.900+£.2000 | 46 2.100=£.2000
4.000+£.7000 | 17 4.100£.8000 | 27 13.40+6.600 | 37 3.200%.5000 | 47 2.800=£.4000
2.300£.3000 | 18 2.900+.4000 | 28 33.70435.80 | 38 2.100+.2000 | 48 3.700=£.6000
3.800£.6000 | 19 3.400+£.5000 | 29 3.300+£.5000 | 39 2.100+.2000 | 49 3.700=%.6000
6.500£1.700 { 20 16.40+9.500 | 30 3.0004.4000 | 40 2.200=£.2000

C oo ~JC O Wi -=n

—

Table 2.3: ry estimated from angle-of-arrival fluctuations, for a sequence of images of
a spot pair with a segment size of 32 by 32 pixels (~ 16 arc sec). S is segment number

and 7g is the corresponding Fried’s parameter.
2.4.3 USO Data

All the 28 sequences of images of a sub-flare region were subjected to dark and flat-
field corrections and then registered using the procedure described earlier. The size
of images in the registered sequences varied from one sequence to the other, with a
typical size of 36 by 63.6 arc sec. A comparison of this size with the initial size 57.6
by 67.8 arc sec of the recorded images implies significant tracking errors. For each
sequence, a square window of size 36 arc sec was selected from the registered images
and then re-sampled to have 128 pixels in either direction. As the tracking of the
telescope was poor, it was meaningless to estimate Fried’s parameter from the angle-
of-arrival fluctuations. The power spectrum equalisation method produced unrealistic
values of ry. This could be due to the fact that the number of images averaged (~ 90)

were not sufficient.

We estimated 7y using spectral ratio method. First, we estimated the theoretical
spectral ratios using the speckle transfer functions and short exposure transfer functions
for various values of D/ry, with ry ranging from 2 to 10 cm in steps of 0.1 cm for an
array size of 32 by 32 pixels. We estimated the constants A and B (Equation 2.5)

for various values of spectral ratios ranging from 0.2 to 0.9 in steps of 0.001. Then
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Seq. ARF PSE SR C | RC Remarks
(m) | (m) | (em)

1. |3.98+0.73 | 3.12+0.17 | 3.11£0.88 | 0.37 | 0.54 | single sunspot
2. |393+0.74 | 3.12+0.17 | 2.98+£0.79 | 0.34 | 0.36 | single sunspot
3. 14.11£0.80 | 3.12+0.17 | 3.054+0.83 | 0.34 | 0.43 | single sunspot
4. |3.55+0.62 | 3.12+0.17 | 3.11+£0.88 | 0.32 | 0.44 | single sunspot
5. |3.21£0.51 | 3.12+0.17 | 2.83£0.71 | 0.53 | 0.63 spot pair
6. | 3.42%0.58 | 3.12+0.17 | 2.86£0.71 | 0.53 | 0.61 spot pair
7. | 3.60%0.64 | 3.124£0.17 | 2.87£0.71 | 0.48 | 0.52 spot pair

Table 2.4: Comparison of average value of ry estimated from three different methods
for all the sequences. ARF - From angle-of-arrival fluctuations; PSE - Power spectrum
equalisation method; SR~ Spectral ratio method. Estimates with error bars more than
25% were neglected while determining the average from angle-of-arrival fluctuations
method. C is the correlation coefficient of average contrast of the segments and the
corresponding 7y estimated from spectral ratio method and RC is the corresponding

Spearman’s rank correlation coefficient. The significance of rank correlation was less
than 1078,

we divided the images into segments of size 32 by 32 pixels (9 arc sec) and estimated
the spectral ratios for each of the segments. By comparing the the slopes of the
observed spectral ratios with the theoretical ratios in a log-log plot of spectral ratio
€ vs. normalised spatial frequency q, in the frequency range of 0.1 to 0.4, we estimated
the spectral ratio. Then using the corresponding constants A and B, we inferred ro.

We also estimated the error as described in Section 2.1 (Page 24). We repeated the

procedure for all the 28 sequences of images.
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Spatial and Temporal variation of rg: Figures 2.3 to 2.6 show the spatial dis-
tribution of ry estimated for all the 28 sequences. For each sequence, we obtained
the average value 7 over the fleld-of-view (average of ry values of all the segments).
Figure 2.7 shows the variation of rq with time. The time-interval between consecutive
sequences was not uniform but varied between 30 seconds to 1 minute. The duration
of acquisition of a sequence was ~ 82 seconds. Consequently, the time interval is not
uniform in the plot. An approximate value of 112 seconds (82 + 30 s) has been assumed
as an interval between the consecutive estimates. It indicates the variation of rq over
an hour duration. Table 2.5 gives the average (spatial average) value of ry for each of
the sequences. The linear and Spearman’s rank correlation coefficient of the estimated
ro values with the average contrast of the segments are also tabulated. We find that in
most of the cases, the correlation is significant indicating the fact that higher contrast
values correspond to higher ry. There are a few sequences where the significance of the
rank correlation is more than 0.1.

We estimated ry corresponding to 16 sequences of another sub-flare region in a

similar manner. The average value was found to be 3.5£0.8 cm.

Criticism on Various Methods of Estimating ry: The method of estimation of rq
from angle-of-arrival fluctuations demands high spatial and temporal sampling. Image
motion caused by improper tracking is coherent over the entire field of view and can
be estimated from the low frequency components of the image using cross-correlation
technique. However, the results are not accurate for the regions near the edges of the
field of view. Moreover, this method is sensitive to the scene (sunspots, for example)
under consideration. Power spectrum equalisation method seems to be a more powerful
method provided the assumptions of stationarity is valid and the size of the processing
image is much larger than the degrading PSF, because, it does not involve any the-
oretical calculations and the results are obtained through observed data only. But it

demands high spatial sampling. Spectral ratio method seems to be the most widely ap-
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Seq. | 7o(cm) C | RC S Seq | 7o(cm) C RC S

113.37+0.59 | 0.42 | 0.38 | 7x10~3 15 | 3.354+0.56 | 0.45 | 0.46 | 8x107*

21347£0.60 | 0.22 { 0.21 | 1x10™' || 16 | 3.044+0.49 | 0.66 | 0.77 | 1x10~!
313.5240.60 | 0.29 | 0.32 | 2x10~2 || 17|3.10+0.52 | 0.55 | 0.59 | 6x10~°
413424058 | 0.49 | 0.52 | 1x107* || 18 3.11+0.55 | 0.63 | 0.69 | 3x10°8
513.03£0.51 | 0.47 | 0.68 | 5x107% || 19 |3.0240.53 | 0.68 | 0.73 | 1x10~°
61 3.20£0.56 | 0.56 | 0.72 | 6x107° || 20 | 3.2440.54 | 0.42 | 0.43 | 1x103
713.1840.53 | 0.68 | 0.71 | 1x1078 || 21 3.0840.54 | 0.50 | 0.47 | 5x10~*
8 | 3.41+0.57 [ 045 { 0.45 | 1x1073 || 22 |3.3240.55 | -0.10 | -0.02 | 9%10~*
91 3.3420.57 | 0.66 | 0.68 | 5x1078 || 23|3.2240.56 | 0.47 | 0.54 | 5x10-3
10 1 3.2540.56 | 0.31 | 0.55 | 4x10~* || 24 | 3.46+0.61 | 0.09 | 0.01 | 9x 10~
11 13.5240.58 | 0.27 | 0.18 | 2x10™' | 25 3.4240.57 | 0.30 | 0.29 | 4x10~2
12 13.29%0.57 | 0.31 | 0.42 | 2x1073 | 26 | 3.10+0.53 | 0.67 | 0.63 | 1x10~°
13 13.17+0.54 | 0.58 | 0.57 | 1x1075 | 27 |3.424+0.56 | 0.30 | 0.29 | 3x10~2
14

2.83+0.53 | 0.56 | 0.63 | 2x10~% || 28 | 3.3940.60 0'47J 0.44 | 1x1073

Table 2.5: 7y estimated by spectral ratio method for all the 28 sequences. Linear and
Spearman’s rank correlation coefficients (C and RC respectively) of the estimated 7o

with the average contrast of the segments for all the sequences are given. S denotes

the significance of the rank correlation.
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Figure 2.3: Spatial distribution of ry estimated using spectral ratio method for se-
quences 1-9 of a sub-flare region. The segment size was 32 pixels square (9 arc sec).

The number of segments is 49 in each sequence. The bin-size is 0.5 cm.
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Figure 2.4: Spatial distribution of To estimated using spectral ratio method for se-

quences 10-18 of a sub-flare region. The segment size was 32 pixels square (9 arc sec).

The number of segments is 49 in each sequence. The bin-size is 0.5 cm.
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Figure 2.5: Spatial distribution of ry estimated using spectral ratio method for se-
quences 19-27 of a sub-flare region. The segment size was 32 square pixels (9 arc sec).

The number of segments is 49 in each sequence. The bin-size is 0.5 cm.
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Figure 2.6: Spatial distribution of 7, estimated using spectral ratio method for the
28th sequence of a sub-flare region. The segment size was 32 square pixels (9 arc sec).

The number of segments is 49 in each sequence. The bin-size is 0.5 cm.
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Figure 2.7: Variation of average (spatial) ry with time. As the time interval between

the sequences was not uniform, an approximate value of 112 seconds has been assumed

to be the interval between the sequences.
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plicable method and is well suited for speckle observations, as rq is estimated from the
data itself. It does not require very high spatial sampling; it is independent of the scene
under consideration. However, this involves visual comparison of the observed profiles
of the spectral ratio (e(q)) with those obtained from theoretical model. While the
theoretical STF (Korff, 1973) itself has associated uncertainty due to finite bandwidth,
its numerical evaluation is highly time consuming for large array sizes. Aime et al,
(1978) have prescribed a method to estimate ro from a series of observations based on
the distinct behavior of the (STF) at low and high spatial frequencies. The method
seems to fail when the differences of the rg values of two independent observations
are small or the life time of small scale features is smaller than time interval between
two independent observations. Seykora (1993) has proposed a method of estimating rg
from scintillation measurements. This method can be applied only to extended objects;
that is, over a large field of view. It is suitable for measuring the atmospheric seeing
at different heights. Krishnakumar and Venkatakrishnan (1997; also Krishnakumar,
1998) have proposed a method to estimate ry through a parametric search method.
This method works well for stellar images, but needs modification before it can be

applied to solar images.

2.5 Summary

In this Chapter, we have described the details of speckle imaging observations per-
formed at KO, UPSO and USO. We have described the methods of pre-processing that
we adopted for analysing the speckle data. We have explored the possibility of estimat-
ing rq from three different methods. We have used some of these methods to estimate
ro for our speckle data. We found that in all these methods, the estimated value of ¢
has an error of 25%. While estimating 7o from the fluctuations in the angle of arrival
of the light, we found that high frequency components contribute more to the image

motion than the low frequency components. The spectral ratio method seems to be
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the most suitable method for speckle data. The average value of ro at USO and UPSO
was ~ 3 = .7 cm on days when these observations were performed. A small spatial
variation of ry over the field-of-view of ~ 60 aré sec implies a large isoplanatic patch
size (assuming a single turbulent layer model) which in turn indicates that most of the
degradation is caused close to the telescope (ground turbulence). At KO, the values

of 7y ranging from 6—10 cm were observed on the three days of observations described

earlier in this Chapter.



Chapter 3

Solar Speckle Imaging

3.1 Solar Speckle Imaging: Practical

Implementation

Speckle imaging of small scale solar features needs careful processing methods. The
Sun as a whole being an extended source does not produce speckles. Only the small
scale solar features riding on a bright background produce speckles. Consequently,
these features appear to have very low contrast and observing them becomes a difficult
task. We have developed software (hereafter referred to as the speckle code) for recon-
structing such small scale features using specklegrams. We estimate the amplitudes
and the phases of the Fourier transform of the object using speckle interferometry
(Labeyrie, 1970) and bispectrum techniques (Weigelt, 1977; Lohmann, Weigelt and
Wirnitzer, 1983) respectively. We make use of the fact that the phase of the average
bispectrum of the images is equal to the phase of the bispectrum of the object. We
estimate the phases of the Fourier transform of the object from its bispectrum using a
recursive relation. In Section 2.3, we have described the various pre-processing steps,

frame selection and segmentation that we followed while reconstructing small scale so-

45
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lar features from the observed speckle data. The field-of-view is restricted to a few arc
seconds (~ 8 arc sec square) basically to reduce the effect of anisoplanatism (Harvey
and Breckinridge, 1973; Wang, 1975; Breckinridge and McAllister, 1976; Nisenson and
Stachnik, 1978; Pollaine, Buffington and Cranford, 1979; Fried, 1979; Roddier, 1981;
Roddier, Gilli and Vernin, 1982; von der Liihe, 1984b; von der Liihe, 1993) on the
reconstructed images. In what follows, this restricted piece of the recorded image is
called a sub-image. A time sequence of the same region is called a sub-image sequence.
In the following sections, we describe the procedure for reconstructing a sub-image

from the corresponding sub-image sequence.

3.1.1 Estimation of the Fourier Amplitudes

a: The first step is the estimation of 4 for the sub-image sequence using any one of
the methods described in Chapter 2. When spectral ratio method is used, first
the theoretical speckle transfer function (Korff, 1973) and the short and long
exposure transfer functions are estimated! for various values of D/rg, varying ro

in steps of 0.1 cm and then used to estimate theoretical spectral ratios.

: The second step is the estimation of the ensemble average power spectrum of
the images and subtraction of the deterministic noise power spectrum from it.
The noise power spectrum is estimated from the flat-field images (von der Liihe,
1993). The following procedure is adopted prior to the estimation of both the
signal and noise power spectrum to improve the accuracy of the estimates: Each
image of the sequence is divided by its average value to remove the effect of
frame-to-frame variation of the sky brightness; a bi-linear least square surface is
fitted to each of the images and subtracted from it; the average values and the
fitted surfaces are preserved separately; Each image is multiplied by an optimum

apodisation window (Keller, 1999; see Appendix:B) that not only reduces the

'A FORTRAN 77 program written for this purpose is included in Appendix:A



3.1.2: Estimation of the Fourier Phases 47

leakage error (Bracewell, 1986) but also reduces the distortion that occurs in the
phase estimates when a 20% Hanning window is used. When reliable estimates
of the noise power spectrum are not available (because of the absence of proper
flat-field images), the standard deviation of the average power spectrum of the
image beyond the diffraction limit is subtracted from the average power spectrum
and the resultant power spectrum is considered equivalent to that of the noise
corrected power spectrum. A noise filter is constructed by dividing the noise-
corrected power spectrum of the image by the average power spectrum (Brault

and White, 1971) and smoothed by three pixels.

¢: The average power spectrum is divided by the Speckle Transfer Function (STF)
corresponding to the estimated value of 7. The division is restricted only to
those frequencies for which the STF is greater than 1073. The resulting power
spectrum is multiplied by the smoothed noise filter. The Fourier amplitudes of
the object are obtained by taking square root of the compensated average power

spectrum of the images.

3.1.2 Estimation of the Fourier Phases

We estimate the ensemble average of the bispectrum of the images. If I(f) is the Fourier
component of the image at the frequency f, then the bispectrum corresponding to the

frequencies fl1 and f2 is defined as
b(fl,£2) = I(f1)I(f2)I"(f1 + £2), (3.1)

where ‘*’ denotes complex conjugate. The phase of the average bispectrum ¢,(f1, £2)
is given by

$p(f1,£2) = §(f1) + ¢(f2) — H(f1 + £2), (3-2)

where ¢(f) denotes the phase of the object’s Fourier transform at f (Lohmann, Weigelt

and Wirnitzer, 1983). Equation (3.2) gives a recursive relation for estimating the phase
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of the object’s Fourier transform at the frequency f1 + £2. If ¢(f1) and $(f2) are known,

¢(f1 + £2) can be calculated using the average bispectrum as
¢(f1 + £2) = $(f1) + ¢(f2) — (1, £2), (3:3)

The phase at any point in the Fourier plane can be estimated as an average value of
the estimates obtained by integrating along different paths.

The bispectrum phases are of mod 27. Tilerefore, the recursive reconstruction in
Equation (3.3) may lead to m phase mismatches between the computed phase val-

ues along different paths to the same point in the frequency space. Another way of

computing the argument of the term e*#f+f) ig given by

QIO (EL+2)  II6(FL)+(2) s (£1+£2)] (3.4)

In other words, the average bispectrum values are divided by their absolute values to
obtain unit amplitude phasors. The phase values obtained using the unit amplitude
phasor recursive reconstructor are insensitive to 7 ambiguities. Since the bispectrum
is a four dimensional function, it is difficult to represent it in a three dimensional
coordinate system. We calculate the bispectrum and store them in an 1-D array and
use them later to calculate the phase by keeping track of its component frequencies.
An algorithm used to estimate the phase of the object’s Fourier transform of an image
of size 4 by 4 pixels is given in Table 3.1. The entries in column 1 of the Table are the
bispectrum values for a 4 by 4 array for the lower half (and extreme left in the upper
half) of the Fourier plane. The remaining values are determined using the hermitian
symmetry property. The phase values are estimated as given in column 2 of the Table.
Assuming

$(0,0) =0, ¢(x1,0) =0,and (0, 1) =0

as nitial conditions, the phase values are estimated by unitary amplitude method.
However, in practice, these values are obtained from the average short exposure image

so that the object’s position information is preserved. Again the phase values given in
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—
bispectrum values Fourier phases

b((']-?O))(O:O)) = I(—l,O) 1(070) I*(—l,O) ¢('170) = ¢('170)+¢(O)O)'¢b(('la0))(070))
b((1,0),(0,0)) = 1(1,0) 1(0,0) I*(1,0) ¢(1,0) = 6(1,0)+6(0,0)-6((1,0),(0,0))
b(('170)7('1’0)) = I(—l,O) I(—l,O) I*('270) ¢('270) = QS('LO)+¢(’l70)‘¢b(('110):(“1’0))
b((0,0),(O,-l)) = 1(070) I(Ov‘l) I*(Ofl) QS(O"I) = QS(O’O)+¢(Ov'l)’¢b((0:0)v(O)'l))
b((0,-1),(0,-1)) = 1(0,-1) I(0,-1) I*(0,-2) $(0,-2) = ¢(0,-1)+6(0,-1)-¢5((0,-1),(0,-1))
b((O,-l),(—l,O)) = 1(07'1) I(']'?O) I*('lv'l) QS('lv'l) = ¢(0"1)+¢('1’0)“¢b((07'1)7('170))
b((O,-l),(l,O)) = I(Ofl) 1(1,0) I*(la'l) QS(la’l) = QS(Oa'l)+¢(1v0)'¢b((0"1)’(110))
b((O,-l),(-Q,O)) = I(O’ l) I('2’0) I*( 27'1) ¢('27'1) = ¢(0, 1)+¢( 2)0)’(/51)((0:'1):('270))
b((—l,O),(—l,—l)) = I('l 0) I('l"l) I ( 27'1) ¢('27'1) = ¢('l:0)+¢( 17'1)'¢b(( 1 0) ( 1 l))
b((O,-l),(-l,-l)) = I(O’“l) I( 1"1) I ( 17‘2) ¢('l7‘2) = ¢(Os‘l)+¢( 17'1)‘¢b((07'1) ( lv'l))
b((O,-Q),(—l,O)) = 1(07'2) I( 1’0) I*( 1"2) (/)('l '2) = ¢(O"2)+¢( 1’0)'¢b((0a'2) ( 1,0))
b((0,-1),(L,-1)) = 1(0,-1) I(1,-1) I*(1,-2) ¢(1,-2) = ¢(0-1)+¢(1,-1)-64((0,-1),(1,-1))
b((0,-2),(L,0)) = 1(0,-2) (1,0) I*(1,-2) 6(1,-2) = 6(0,-2)+6(1,0)-94((0-2),(1,0))
b((O,-l),(-Q,—l)) = I(Ov'l) I('27'l) I*(—Q,—Q) ¢('27'2) = ¢(07‘l)+¢('2 'l)' b((O’ 1):('2"1))
b((0,2),(-20)) = 1(0,-2) 1(-2,0) I"(-2,2) | $(-22) = $(0,-2)+6(-2,0)-44((0,-2),(-2,0))
b((-1,0,(-1,2)) = 1(-1,0) 1(-12) '(-2,2) || #(-2,-2) = B(-L1,0)+(-1,-2)-((-L,0),(-1-2))
b(('l"l)7('l>'l)) = I('lv'l) I('la'l) I*( 27‘2) ¢(’2"2) = (b('L l)+¢(‘la'l)’ !(( 17'1)7('1"1))
b((O,l),(—?. 0)) = 1(0,1) 1(-2,0) I*(-2,1) ¢('2’1) = ¢(071)+¢('2’O)"¢b((Oal)v('2>0))

b(( 170)7( 1 1)) = I(-l,()) I('lal) I*('271) ¢('271) = ¢('1’0)+¢('171)'¢b(('1’0)a('1>'1))

Table 3.1: Estimation of the phase of object’s Fourier transform from its image of size

4 by 4 pixels
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the Table are only for the lower half (and extreme left in the upper half) of the Fourier

plane. Using the hermitian symmetry, the phase values at the upper half plane are

determined.

Noise filter for phase estimation. The estimated phases are further improved
using the noise filter developed by de Boer (1996): the phase consistency function is
used to provide less weight to the phasors with lower signal to noise ratio. For each
phase estimate at a given point in the frequency space, a correlation function is defined

and the estimates that differ significantly from their counterparts are eliminated.

Error estimation: With the implementation of the noise filter and the correlation
function, the number of estimates of phases for a given frequency is slightly reduced.
Denoting M (m,n) as the resulting number of estimates, we obtain the mean value
of these M(m,n) phasors as the phasor of the object’s Fourier transform. Following
Buscher (1988), we define phase error of object’s phase as

_ Uyy(f)
A = 35wy (35)

where agy(f) is the variance of the phase perpendicular to the direction of the mean
(S(f)). We estimate an azimuthal average of these phase errors and obtain a plot of
phase errors vs normalised spatial frequency. It is found that at low frequencies, the
phase error is less. It increases and reaches a value of about 0.4 radians at intermediate
frequencies and then decreases at higher frequencies. The reason for the decrease is that
at high frequencies the estimated phase is an average of a large number of independent
estimates. Moreover, Equation (3.5) is valid only when the number of estimates are

large and cannot be used for estimating the errors at low frequencies, where the number

of estimates are relatively lower.
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3.1.3 Image Reconstruction

The final image is reconstructed by performing an inverse Fourier transform of a com-
plex array, obtained by multiplying the calibrated amplitudes with the corresponding
phase values. The reconstructed image is then divided by the ‘optimised apodisation
window’ described earlier. As the apodisation window falls off to zero at the edges,
division cannot be performed at the edges. This results in loss of data near the edges
(at most at two columns and rows near the edges) of the reconstructed images. The
average of all the bi-linear surface fits which were preserved separately is then added
to the final image. It is then multiplied by the average of all the average intensities
that were preserved separately to obtain the reconstructed sub-image. Finally, all the
reconstructed sub-images are mosaicked using the following procedure: Two arrays o
and b are defined with their sizes equal to that of the original image from which the
sub-images were extracted; Initially all the elements of these arrays are set to zero;
Each reconstructed sub-image is multiplied by a 100% Hanning function and added to
the array o at the same location of the image from which it was extracted initially; The
Hanning function is added to the array b at the corresponding location; Finally the
array o is divided by the array b to yield the final reconstructed image. Again, there
is data loss at the edges of the final reconstructed image due to division by zero. We
have written a program in FORTRAN 77 that incorporates all the procedures described

above. It requires three inputs, viz.
e adatacube (asequence of 2-D images) containing registered, de-stretched images.
¢ a data cube containing flat-field images.
e 7y values for all the segments of the images.

The program produces the final reconstructed image that has field-of-view slightly

lesser than the input images. It takes about 10 minutes to reconstruct an image from
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a series of 90 images of size 128 by 128 square pixels, and requires a RAM size of

~ 100 MB.

3.1.4 Validation of the Phase Reconstruction

Procedure

In this section, we first demonstrate (using our software) how the triple correlation of
an 1-D object can be obtained in the image plane through cross-correlation (It should
be noted that the triple correlation of a binary system has been obtained by Lohmann,
Weigelt and Wirnitzer (1983) and Karbelkar (1989)). Then we validate our phase re-
construction procedure by estimating the Fourier phases from the bispectrum of the
object and reconstructing the object. Figure 3.1(a) shows an ideal object intensity dis-
tribution in 1-D. Figure 3.1(b) shows the triple correlation of this object, which is a 2-D
image. It was obtained by performing the correlation in the image plane. Figure 3.1(c)
shows the Fourier transform of the triple correlation obtained in 3.1(b). We estimated
the bispectrum from the Fourier transform of the object (that is, Fourier transform
of 3.1(a)) using a 1-D version of our speckle code. We estimated the Fourier phases of
the object from the bispectrum. We assumed unit amplitude phasor (exp (32 7)) for the
phases at the smallest spatial frequencies. We estimated the Fourier amplitude from
the square root of the power spectrum of the object shown in Figure 3.1(a). Finally,
we reconstructed the 1-D image from the estimated Fourier amplitudes and phases.
Figure 3.1(d) (dotted line) shows the reconstructed image. It does not match exactly
with the original object. The entire image is shifted towards right side by a few pixels.
This is because of using unit amplitude phasors for the smallest frequency. The solid
line shows the reconstructed image when the unit amplitude phasors are replaced by
those obtained from the smallest frequency component of the Fourier transform of the
object. It matches exactly with the original object intensity distribution. A computer

program (1dbpm.pro) written in IDL, that produces the Figure 3.1(a)-(d) has been
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Figure 3.1: Demonstration of the phase reconstruction procedure: (a) An ideal 1-D
object intensity distribution; (b) Triple correlation of the object; (¢) Fourier transform
of triple correlation (b); (d) Image reconstructed using our phase reconstruction algo-
rithm. The dotted line is the reconstruction obtained assuming that the object phase
is zero at the lowest spatial frequencies. In such cases, the absolute position informa-
tion is lost (note the shift in the position with respect to the continuous line). The
continuous line represents the reconstruction in which true object phases have been
used at the smallest spatial frequencies. In practice, the corresponding phases of an

equivalent long exposure image are used.
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included in Appendix:A

We arrive at two conclusions from this exercise. First, our phase reconstruction
procedure produces exact Fourier phases with minimum errors. The source of this
error lies in the assumption that at the smallest spatial frequencies (f = =£1), the
Fourier phase of the object is zero. Obviously, this will lead to loss of absolute position
information and hence there is a shift in the reconstructed image. Once we replace
the unit amplitude phasors by those of the object’s Fourier transform for the smallest
frequencies, the reconstructed image matches exactly with the original object, again
validating our phase reconstruction procedure.

Second, assuming the Fourier phases of the object as zero at the smallest spatial
frequencies not only leads to the loss of the absolute position information, but also
affects the photometry of the reconstructed images. This is obvious from the dotted
line. In practice, we estimate the phases of the smallest Fourier compoﬁent from the
average short exposure image. Thus, the accuracy in the position of various features in
the reconstructed image depends on the accuracy with which the phase of the smallest
Fourier component is estimated from the average short exposure image. Normally,
in stellar speckle imaging and in radio astronomy, the phases of the smallest Fourier
components are obtained from the long exposure image. The idea is that in the case
of long exposures, the images move uniformly about the mean position and hence the
exact position information (and hence the phase information at the smallest frequency)
is preserved. However, in solar speckle imaging, the average short exposure image is
obtained after correcting for the image motion (tilt component of the wave-front distor-
tion) and hence absolute position information is preserved. Moreover, the images are
de-stretched before processing and thus the absolute position information is expected
to be preserved.

In this example, we have assumed that the Fourier amplitudes are determined
exactly. Thus, the described example accounts for the validation of the phase recon-

struction procedure. Also, we have included noise filters in the real 2-D version of the
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speckle code, which is expected to improve the quality of the reconstructions.

3.2 Speckle Image Reconstruction of Solar Features

3.2.1 KO Data

The speckle images obtained from KO (Section 2.2, Page 24, 29) were reconstructed

using our speckle code. The following is the summary of our main results.

Figure 3.2: Two scquences of 16 images of a pore region. Each image covers a field-
of-view of ~ 8.25 arc sec. The pore is seen in the top left sector near the edge of the

field-of-view and contains a bright feature.
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Feature 1: Figure 3.2 shows two typical sequences of 16 speckle images recorded on
3rd August 1998 around 1:45 UT. Each image is of 128 by 96 pixels. The circular
white disc is the image of the pinhole (a portion of the Sun’s image). The images were
recorded using the ‘hardware window’ option of the frame-grabber. The image of the
pinhole was not centered at the center of the window and hence a few rows of data

near the bottom of the window have been lost. Thus, the complete circular image of

the pinhole is not seen.

The pinhole covers a field-of-view of 8.25 arc sec. The first 16 images were recorded
in succession at the rate of 11 frames per second, the next 16 images were recorded at the
same rate after an interval of 17 seconds. The reason for displaying these images is the
following: In each image, in the top left sector near the edge of the field-of-view, there
is a pore and inside it there is a bright feature. The size of the pore is approximately
1.11 arc sec and the size of the bright feature within the pore is approximately 0.65
arc sec. The position of the pore is shifted slightly in the second sequence of 16 images
(starting from 5th row) indicating that it is of solar nature and not due to dust. As

the feature was near the edge, we could not process and reconstruct it.

Feature 2: Figure 3.3 shows another example of the presence of bright features
inside the pores. It was observed on 4th August 1998 around 4:45 UT. The first four
rows represent the first sequence of sixteen images. The image has been displayed
on logarithmic scale in order to highlight the presence of the bright feature inside the
pore. The region of pore has been encircled to highlight its presence. The feature keeps
moving within the field-of-view, indicating its solar origin. Below the encircled region,
there is a black spot (pore), which also keeps moving across the field-of-view. At the
edge of this black spot, the is a very small bright feature (visible in images 13, 14, 15

and 16, fourth row from the top). The next 4 rows represent the second sequence of

sixteen images.
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Figure 3.3: Two sequences of 16 images of a pore region. Each image covers a field-of-

view of ~ 8.25 arc sec. The encircled region highlights a bright feature inside the pore.

Feature 2(a): Figure 3.4 shows a sequence of 18 images of size 2.16 arc sec square,
containing the pore (and the bright feature). The first sixteen of these images represent
a zoomed in version of the highlighted region of the the first sequence of 16 images
in Figure 3.3. The seventeenth image is the average of the preceding 16 images. The
eighteenth image is the reconstruction without amplitude calibration. The size of the

pore is 0.7 arc scc and the size of the bright feature within it is ~ 0.3 arc sec.

Feature 2(b): Figure 3.5 shows a sequence of 18 images of size 1.49 arc sec square,

containing the bright feature. The first sixteen of these images represent a zoomed in
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Figure 3.4: A sequence of 18 images; the first 16 represent a zoomed in version of the
highlighted region of the first sequence of 16 images in Figure 3.3. The 17th image is
the average of the preceding 16 images. The 18th image is the reconstruction without

amplitude amplification. Each image is of size 2.16 by 2.16 arc sec.

Figure 3.5: A sequence of 18 images; the first 16 represent a zoomed in version of the
highlighted region of the second sequence of 16 images in Figure 3.3. The 17th image is
the average of the preceding 16 images. The 18th image is the reconstruction without

amplitude amplification. Each image is of size 1.49 by 1.49 arc sec.
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version of the highlighted region of the second sequence of 16 images shown in Figure
3.3. The seventeenth image is the average of the preceding 16 extracted images. The

eighteenth image is the reconstruction without amplitude calibration. The size of the

bright feature is ~ 0.3 arc sec.

Figure 3.6: Two sequences of 16 images of a pore region. Each irmage covers a field-
of-view of ~ 8.25 arc sec. The encircled region highlights a bright feature inside the

pore.

Feature 3: Figure 3.6 shows a another sequence of images recorded on 3rd August
1998 around 1:55 UT. The images have been displayed on logarithmic scale to enhance
the visibility. There is a small bright feature of size ~ 0.43 arc sec in all the 32 frames

(two sequences). The spatial location of the feature is shifted from frame to frame.
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Pigure 3.7 shows a sequence of images of size 4.3 by 4.3 arc sec extracted from the Figure
3.6. The first 16 images (starting from top left) show the raw images corresponding to
the first sequence. The seventeenth image is an average of all the preceding 16 images.
Due to the motion of the feature from frame to frame, it is faintly visible in the average
image. It indicates that the feature is riding on a huge background. The contrast of this
feature (defined as (Iy — Ivg)/Tvg, where It and Iy, are the intensities of the feature and
the surrounding background respectively) varies from frame to frame with a minimum
value of 8.9% and a maximum value of 11.6%. The average contrast is ~ 10%. The
eighteenth image (second row, last column) is the reconstructed image. The image
was divided into four overlapping segments and then reconstructed using our speckle
code. Fried’s parameter was estimated using spectral ratio method for all the four
segments. The contrast of the feature is enhanced in the reconstruction; it appears
“ sharp. Moreover, it implies that the triple correlation technique is insensitive to the
image motion; that is, even in the presence of small scale image motion, the phase
reconstruction procedure brings out the presence of features. This is an advantage
of the triple correlation technique over the Knox-Thompson algorithm. The next 16
images (starting from third row) represent the de-stretched images. The 35th image
(fourth row, last but one column) shows the average of de-stretched images. The bright
feature is clearly identified in the average de-stretched image. On the one hand, it shows
the importance of de-stretching and on the other hand, it implies the correctness of the
de-stretching code. The 36th image (fourth row, last column) shows the reconstruction
from the de-stretched images. A dust speck, present near the lower right side of the
features appears to be removed in the reconstructed images. This is another advantage
of the triple correlation technique: the reconstruction is insensitive to instrumental
aberrations. The next four rows represent similar images of the second sequence. The
average contrast of the bright feature in the raw images of this subset is ~ 13%.

The high frequency components are enhanced in the reconstructed images. They

can be suppressed by restricting the amplitude amplification to only those regions
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Figure 3.7: Two scquences of 36 images separated by 17 s; In each sequence, the first
16 represent a zoomed in version of the highlighted region of the first sequence of
16 images in Figure 3.6. The 17th image is the average of the preceding 16 images.
The 18th image is the reconstruction. The next 18 represent the same images after

de-stretching. Each image is of size 4.3 by 4.3 arc sec.
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where the STF is greater than 0.1. In the reconstructions presented here, a value of
0.005 was used.
The feature has been observed for about 20 seconds in speckle images. This is the

lower limit for its lifetime.

Feature 4: Figure 3.8 represents two sequences of images of a sunspot region. These
images have been extracted from a recorded sequence of images and resized to 4.3 arc sec

square. These images were recorded on 3rd August, 1998 around 2:00 UT. There is

Figure 3.8: Two scquences of 18 images separated by 17 s; In each sequence, the first
16 represent a zoomed in version of a a sunspot region. The 17th image is the average
of the preceding 16 images. The 18th image is the reconstruction. Each image is of

size 4.3 by 4.3 arc sec.

a gradient in the intensity values of the images. The intensity of the image increases
gradually from left to right. This is a typical feature of any sunspot region near the
limb. The first 16 images are pre-processed images. The 17th image (third row, last

but one column) is an average of the preceding sixteen images. The 18th image (third
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row, last column) is the reconstruction from the first 16 images. The images were
divided into 4 over lapping segments and reconstructed using the speckle code. Fried’s
parameter estimated from spectral ratio technigque was used in the reconstruction. High
spatial frequency components have been enhanced in the reconstruction. The Fourier
amplitudes were amplified only when the STF has value greater than 0.05. The pro-
processed images are featureless, whereas the reconstruction shows the presence of a
small bright feature near the top right. The images in the next three rows (sixteen of
them) are pre-processed images obtained from the next sequence of 16 images. The

last two images are the average and reconstructed images respectively.

3.2.2 USO Data

In Section 2.2, (Page 27, 35) we described the details of the speckle observations at
USO. Figure 3.9 shows a portion of the NOAA AR8898 recorded by us on 9th March
2000 around 5:30 UT. It was located at S13W20; at the Carrington longitude of 199,
covering an area of 550 millionths of the solar hemisphere. It was visible on the the
solar disk between 2nd and 15th March 2000.

First, we rccorded 16 sequences of images of size 57.6 by 67.8 arc sec centered at the
bright region (centered at (65,44) in Figure 3.9, ~ 45 arc sec away from the beta type
spot region that is present in the lower right corner). Then we recorded 28 sequences
of images of the spot region.

As the tracking was poor, the effective size of the image available for reconstruction

was nearly half the original size. We carried out two kinds of studies.

Case 1: Image Reconstruction:

We estimated ry for all the registered, de-stretched image sequences of the sunspot
region and reconstructed the images using our speckle code. Having reconstructed the

images of all the 28 sequences, we posed the following questions:
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e How does the image reconstructed from 5 best frames compare with that recon-

structed from all the frames?

e How does the image reconstructed from the 5 worst frames compare with that

reconstructed from all the frames?

e How does the reconstruction (5 best frame, the 5 worst frames, all the frames)

compare with that obtained as a collage of best isoplanatic patches, each patch

compensated by telescope transfer function?

For each sequence, we selected the best segments using our frame selection
method (Equation (2.7), page 29). We then generated a mosaic of the best isoplanatic
patches. Figures 3.10 to 3.16 show the reconstructed images of all the 28 sequences.
The first column corresponds to the speckle reconstruction from 5 best frames. The
second column corresponds to the speckle reconstruction from the 5 worst frames. The
third column corresponds to the speckle reconstruction from all the available frames
of the sequence. The fourth column corresponds to the reconstruction obtained as a
collage of the best isoplanatic patches.

The reconstructed images clearly show enhancement in the contrast. In a majority
of the sequences, a good reconstruction has been possible with five best frames. This
indicates that the bispectrum technique can provide good reconstructions even from a
few good frames. This is basically due to the large number of estimates of the Fourier
phases of the object (Pehlemann and von der Liihe, 1989). Though the reconstruction
from all frames of any sequence is not as good as that from the 5 good frames, it
is better than the image obtained as a collage of the best isopalantic patches. The
reconstruction from the 5 worst frames is comparable to that from all the frames. Thus,
we conclude that the selection of the best frames significantly improves the quality of
the reconstructions. The reconstructed image of the 14th sequence is entirely different

from the rest because the sunspot region moved several arc sec away from the field-
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of-view due to poor tracking. A few reconstructions do not show enhancement in the
contrast (for example, sequences 17 to 20 and 22, 24 and 26). This could be due to the
transient worsening of the sky conditions during the observations (heavy winds were
present). A few reconstructions have high frequency fringes (artifacts) near the edges.

This is due to the loss of field-of-view while de-stretching.
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Figure 3.9: A portion the NOAA AR8898 recorded around 5:30 UT at the beginning
of the observations. 16 sequences of images, each containing 100 images of size 57 by
67 arc sec centered at the bright region (65,44) were first recored. It was followed by

another similar sequence of 28 images centered at the sunspot (lower right).
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Figure 3.10: Reconstructed images of sequences 1 to 4 (row-wise). The first column
is the reconstruction from 5 best frames. The second column is the reconstruction
from the 5 worst frames. The third column is the reconstruction from all the frames
(~ 90). The fourth column is the collage of best segments, each corrected for the

transfer function of the telescope.
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Figure 3.11: Reconstructed images of sequences 5 to 8. (row-wise). The first column
is the reconstruction from 5 best frames. The second column is the reconstruction
from the 5 worst frames. The third column is the reconstruction from all the frames
(~ 90). The fourth column is the collage of best segments, each corrected for the

transfer function of the telescope.
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Figure 3.12: Reconstructed images of sequences 9 to 12. (row-wise). The first column
is the reconstruction from 5 best frames. The second column is the reconstruction
from the 5 worst frames. The third column is the reconstruction from all the frames
(~ 90). The fourth column is the collage of best segments, each corrected for the

transfer function of the telescope.
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Figure 3.13: Reconstructed images of sequences 13 to 16. (row-wise). The first column
is the reconstruction from 5 best frames. The second column is the reconstruction
from the 5 worst frames. The third column is the reconstruction from all the frames
(~ 90). The fourth column is the collage of best segments, each corrected for the

transfer function of the telescope.
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Figure 3.14: Reconstructed images of sequences 17 to 20. (row-wise). The first column
is the reconstruction from 5 best frames. The second column is the reconstruction from
the 5 worst frames. The third column is the reconstruction from all the frames (~ 90).
Fourth column is the collage of best segments, each corrected for the transfer function

of the telescope.
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Figure 3.15: Reconstructed images of sequences 21 to 24. (row-wise). The first column
is the reconstruction from 5 best frames. The second column is the reconstruction from
the 5 worst frames. The third column is the reconstruction from all the frames (~ 90).
Fourth column is the collage of best segments, each corrected for the transfer function

of the telescope.
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Figure 3.16: Reconstructed images of sequences 25 to 28. (row-wise). The first column
is the reconstruction from 5 best frames. The second column is the reconstruction from
the 5 worst frames. The third column is the reconstruction from all the frames (~ 90).
Fourth column is the collage of best segments, each corrected for the transfer function

of the telescope.
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Case II: Speckle Image Reconstruction of sub-flare regions:

Filament break-up before a sub-flare: We selected the first 32 frames of each
sequence (to reduce the influence of the tracking errors) and reconstructed 16 images
using our speckle code. Figure 3.17 shows the reconstructed images. The time interval
between consecutive images is approximately 112 seconds. A filament is seen to break
up into several pieces during a period of ~ 30 minutes. It is known (Zirin, 1989) that
filaments breakup with considerable twisting and turbulence at the start of a flare.
However, one requires good sky conditions to observe such events. In the present
case, we could observe this event even with relatively moderate seeing conditions only
because of the speckle technique. Thus the regular use of the speckle technique will

enable us to collect more details about such events.

Sub-flare near the edge of the sunspot: We selected the first 32 frames of
each sequence (to reduce the influence of the tracking errors) and reconstructed 28
images using our speckle code. Figures 3.18 and 3.19 show the reconstruction of the
28 sequences (spanning an hour’s duration). While the first two reconstructions show
a sub-flare kernel (brightening) near the edge of the lower sunspot, the rest show two
bright kernels. The two kernels later expand into a ‘ribbon’ connecting the original
kernels. (seen in the reconstruction from 8th sequence and faintly visible in reconstruc-
tion from 7th sequence). The length of the ribbon is ~ 8 arc sec. As the time interval
between two consecutive reconstructions is approximately 112 s, the elongation speed
of the ribbon is > 50 km/s . This is compatible with the values reported by Zirin
(1989). The area of the region containing the two kernels is ~ 38 arc sec square. Thus
it can be classified as a sub-flare. Occasionally, the kernel near the lower left appears to
have two distinct bright components (reconstruction from sequences 9 and 10). There
is brightening near the top left corner of the reconstructed images. This brightening

occurs in the location of the filament break-up described earlier. In almost all the
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reconstructions, small scale brightenings are seen inside the sunspot.
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Figure 3.17: 16 consccutive reconstructed images of a sequence of sub-flare region. The

filament break-up is clearly seen. A sub-flare crupted at this region a few minutes later.

3.2.3 Discussion

The images reconstructed from KO data contain features that are at the diffraction
limit of the telescope. The enhancement in contrast of the reconstructed images is

evident. High frequency artifacts appear even after multiplying the raw reconstruc-
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tion with a Hanning function to smooth the object power spectrum before amplitude
compensation. This could be due to the improper estimation of the noise power spec-
trum. We have observed the presence of bright features inside pores with a filter of
160 A bandwidth centered at 6520 A. Such small scale brightenings have been reported
by Denker (1998).

We observed two sub-flare regions of AR8898 at USO. We observed the breaking
up of a filament around 5:50 UT (we started our observations around 5:30 UT). Two
small X-ray flares have been recorded by GOES at 6:11 UT and 07:22 UT (Figure 3.20)
respectively. But the spatial locations of these X-ray flares is not known. we observed
a sub-flare at the edge of the sunspot present in the region. At the same time there was
an increase in the brightness near the location of the filament (seen as brightening in
upper left corner of our reconstructions). We also found that three optical flares of class
3-4 have been observed on the same day at 14:57 UT, 15:02 UT, 15:08 UT respectively in
the Active Region 8898. (http://www.sec.noaa.gov/Data/solar.html/\#reports).
From the Kitt Peak magnetograms (recorded at 14:58 UT, on the same day), we see
a polarity inversion line at the same location. Thus, the sub-flares that we observed
preceded the onset of major flares in the region.

A few comments on the reconstruction of the images of the sub-flare region (sunspot
region) are in order. All these images have been reconstructed with 32 frames (case
II). In most of the cases, there is an increase in the contrast both inside and outside
the sunspot region. Inside the sunspot, we see small scale brightenings, which, can
be identified with the chromospheric umbral dots (Kitai, 1986). We measured the
size of the dots in a few cases using a similar procedure described by Denker (1998)
and obtained a value of ~ 2 arc sec. It is interesting to note the presence of such

chromospheric dots, particularly during the occurrence of flares.
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Figure 3.18: First 16 (out of 28) consecutive reconstructed images of a sequence of
sub-flare region necar the edge of a sunspot. The images have been reconstructed from

32 frames.



3.3: Summary 77

arcsec

arcsec

arcsec

0O 7 14 21 28 350 7 14 21 28 350 7 14 21 28 350 7 14 21 28 33
arcsec arcsec arcsec grcsec

Figure 3.19: Last 12 (out of 28) consccutive reconstructed images of a sequence
of sub-flare region ncar the edge of a sunspot. The images have been reconstructed

from 32 frames

3.3 Summary

In this Chapter, we first described the practical methods adopted for analyzing speckle
data. Then we presented the details of our speckle code and validated it (particularly
phase reconstruction procedure) with an example. We used our speckle code to recon-
struct small scale solar features. In our speckle observations at KO, we found tiny small
scale brightenings inside pores. Observations of these features have been possible only
because of the short exposure nature of the speckle observations. We have presented
the speckle reconstruction of two sub-flare regions of NOAA AR8898. We found the

breaking up of a small filament. We also found presence of chromospheric umbral dots
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Figure 3.20: GOES X-ray flux recorded during 7-9 March 2000. The two flare-events

that coincided with our observations have been marked. (Courtesy: NOAO/SEC,
Boulder, CO, USA).

inside the sunspot from our speckle reconstructions. Qur speckle reconstructions show
enhancement in the contrast, even with a few good frames. The high redundancy of
phase information increases the signal-to-noise of the reconstructions (Pehlemann and
von der Liihe, 1989). The typical life-times of small scale solar features is ~ 30 seconds
(von der Lithe and Zirker, 1988). Thus ability to reconstruct an image from a small
number of frames (speckle images) is essential while observing with large telescopes

and our speckle code meets that requirement.
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On the Morphological Relationship
Between G-Band and Ca IT K
Network Bright Points

4.1 Introduction

The solar surface exhibits very high contrast bright points of size ~ 0.2 arc sec in short
exposure filtergrams obtained with an interference filter of ~ 10 A passband centered
at 4305 A from the best sites under good seeing conditions (Berger et. al, 1995; Kitai
and Muller, 1984; Muller and Roudier, 1984; Muller, 1985). This wavelength region
of the solar spectrum was originally designated by the letter ‘G’ by Fraunhofer and is
currently known as ‘G-band’. It is densely populated with absorption lines of the CH
radical and a few elements. It is formed in the upper photosphere (Zirin, 1989). It is
observed (Berger and Title, 1996) that the bright points occur without exception on
the sites of isolated magnetic flux concentrations. It is believed that (Title et al., 1992;
Keller, 1992; Yi and Engvold, 1993; Berger et al., 1995) the observed bright points

can be associated with ‘thin flux tubes’ (Spruit, 1976) which have become a standard
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theoretical model for the small scale magnetic flux in the solar photosphere. Berger
and Title (2001) have investigated the relationship between the the bright points of
the G-band and the photospheric magnetic field, using co-temporal observations at
G-band, Ca IT X 3933 K line, Fe I 6302 A magnetograms and 6563 A H, and identified
a class of G-band bright points that appear on the edges of bright, rapidly expanding
granules and are non-magnetic (at the flux limit). Recently, Steiner, Hauschildt and
Bruls (2001) compared the theoretical G-band spectrum, computed on the basis of a
realistic atmosphere for a magnetic flux tube with that from the quiet Sun surroundings
and found that the former has significantly high intensity throughout the spectrum
because it is hotter than the quiet Sun and the difference is more pronounced within
the range of CH band lines. They attributed the enhanced contrast in the G-band to
the reduction in the abundance of the CH radicals through dissociation in the deep
photospheric layers of the hotter flux-tube atmospheres compared to the quiet Sun
surroundings; this process weakens the CH lines within the flux tube and allows more

of the continuum to shine through the thinned forest of CH lines.

The lower (b < 1500 km) and middle (1500 < h < 2250 km) chromosphere of the
Sun reveals a conspicuously bright network of cells of size ~ 33000 km when observed
in the K line of Ca II (Title, 1966; Foukal, 1990). The walls of the cells are outlined
by bright flocculi. The cells are well defined except for occasional gaps in the cell
boundaries and are present everywhere in the disk. The cellular pattern is lost near
the limb but bright flocculi survive. Near the active region, the cell is completely
filled with bright material and the cell forms the part of chromospheric faculae. It
is found that the chromospheric network is closely associated with the photospheric
network which in turn is highly associated with the distribution of the longitudinal
magnetic fields at the photosphere (Chapman and Sheeley, 1968). The origin of the
chromospheric network lies in supergranulation, a cellular pattern of horizontal motions
in the upper photosphere covering most of the quiet Sun. The supergranulation is

closely related to both the chromospheric and the photospheric networks. It is believed
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that the horizontal currents associated with each supergranule sweep the magnetic
fields to its boundaries and these magnetic fields cause excess heating, which, in turn
causes the bright chromospheric network (Bray and Loughhead, 1974). It is also known
that supergranular flows do not always fill the cell, as evidenced by incomplete cell
boundaries.

The Network Bright Points (NBPs) of the photosphere (Stenflo and Harvey, 1985;
Muller, 1985) have been identified to exhibit high contrast in violet band head of CN
radical (Chapman, 1970) and in the G-band (Muller, 1985). It is also known that the
NBPs are closely associated with the coarser calcium network bright points (Chapman
and Sheeley, 1968; Muller, 1985). However, it is puzzling to note that while the G-band
bright points are distributed all over the disk (Berger et. al, 1995; Muller, 1985), the
chromospheric network bright points are preferentially present along the boundaries of
the network cells. In this Chapter, we try to address the following question: What is
the physical phenomenon that dictates the preferential heating at the chromospheric
levels, though the sources from below - if assumed to be the G-band bright points -
are distributed all over the disk? To find an answer to this question, we performed
near-simultaneous obscrvations at the G-band and the K line of Ca II at three different
regions of the solar surface. In the following Sections, we describe the details of our
observations and analyses, and discuss the results in the light of the aforementioned

question.

4.2 QObservations

A quiet Sun region, a plage region and the NOAA AR8923 were observed near simul-
taneously at the K line of Ca II (A = 3933 A) and at the G-band of CH radical (A =
4305 A) on 24th, 25th and 26th March 2000 respectively, using the 76 cm Dunn Solar
Telescope of the Sacramento Peak Observatory (Evans, 1967), Sunspot, New Mexico,

USA. The selected region of the primary image was collimated using a telecentric lens
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Series Date Time At{ms) g M Remarks
(ddmmyy) uT G-band Call K G-band Call K

A 24.03.00  15:28:41 50 50 269.383 150 150 QR
B 24.03.00 15:36:48 50 50 269.278 300 300 QR
C 25.03.00 14:57:40 70 70 170.527 300 300 RAR
D 25.03.00 15:12:53 70 70 171652 300 300 RAR
E 25.03.00  15:28:17 70 70 172.836 300 300 RAR
F 25.03.00 15:43:35 70 70 173973 300 300 RAR
G 26.03.00  14:42:26 70 50 181.131 300 300 AR8923
H 26.03.00  15:01:17 70 50 181.584 50 50 ARB8923
J 26.03.00  15:04:08 70 50 181.650 50 50 AR8923
K 26.03.00  15:06:43 70 50 181.700 50 50 ARB923
L 26.03.00  15:09:14 70 50 181.765 50 50 AR8923
M 26.03.00  15:12:00 70 50 181.831 50 50 AR8923
N 26.03.00  15:14:45 70 50 181.897 50 50 ARB8923
0 26.03.00 15:19:05 70 50 181.997 50 50 AR8923
P 26.03.00 15:21:42 70 50 182.062 50 50 AR8923
Q 26.03.00 15:24:14 70 50 182.125 50 50 ARR923
R 26.03.00  15:26:55 70 50 182.190 50 50 ARRB923
S 26.03.00 15:29:39 70 50 182.256 50 50 AR8923
T 26.03.00  15:32:25 70 50 182.322 50 50 AR8923

Table 4.1: Characteristics of observations performed at Sacramento Peak. Observa-
tions were performed at A = 430.5+.5 (G-band) and A = 393.34.15 (Ca II K) near-
simultaneously. First column represents different series of data recorded. Second and
third columns represent the date and Universal Time of the observations. At is the
exposure time. § is the heliocentric position angle of the observed region. M is the
number of frames recorded per series. Plate scale for G-band data is 0.07396 arc sec
per pixel and for Ca II K data is 0.09343 arc sec per pixel. QR - Quiet Region, RAR-
Remnant Active Region (Plage Region), AR8923 - NOAA Active Region 8923.
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of focal length 1500 mm. Another telecentric lens of focal length 1553 mm formed the
final image, with a plate scale of 3.89 arc sec per mm. A 50/50 cube beam splitter
was placed in the path of the beam immediately after the image forming lens. A G-
band filter with 10 A passband was placed in one beam and a Ca II K filter with
3 A FWHM was placed in the other. The 16 bit Pixel Vision camera consisting of 512
by 512 square pixels of size 24 micron was used to record a few sequences of images at
the K line of Ca II at the rate of one frame per 2.7 s. The 10 bit Thompson camera
consisting of 640 by 640 square pixels of size 19 micron was used to record a few se-
quences of images in the G-band at the rate of one frame per 2.7 s. The field-of-view
was 47.8354 by 47.8354 arc sec with 0.09343 arc sec per pixel for the images recorded in
the K line and 47.3371 by 47.3371 arc sec with 0.07396 arc sec per pixel for the images
recorded in the G-band. The theoretical resolution of the telescope was 0.13 arc sec at
the K line of Ca II and 0.14 arc sec at the G-band. Table 4.1 indicates finer details of

the observations.

4.3 Analysis

Since the exposure time was more than 20 ms, the recorded G-band bright points were
smeared in most of the frames. The images were recorded with at the rate of 2.7 s
per frame. Assuming the value of sound speed as 10 km per second, the life time
of the features is ~ 10 s. Thus, we could not use more than 3 consecutive frames
for speckle reconstructions. Moreover, because of poor seeing conditions, the images
were completely blurred on many occasions. Thus, we could not perform analysis of
long time sequences. Instead, we selected three consecutive best images using our
frame selection method (Section 2.7, Page 29) and obtained a speckle reconstruction
for each region (AR8923, plage and quiet Sun regions). Figures 4.1 and 4.2 represent
the reconstructed images of a plage region in Ca II K line and G-band respectively.

Figures 4.3 and 4.4 represent the reconstructed images of a quiet Sun region in Ca IT K
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and G-band respectively. Figures 4.5 and 4.6 represent the reconstructed images of
the AR8923 in Ca II K and G-band respectively. The images recorded in G-band were
rotated, re-sampled and shifted (using sushift.pro mentioned in Chapter 3) to match
the Ca IT K images. The required amount of shifts were estimated up to half a pixel
accuracy by cross-correlating the US Air Force target pattern recorded at Ca II K line
and G-band.

In the absence of continuum images, we adopted the following procedure to extract

the G-band bright points from the reconstructed images

e We used a ‘blob finding’ algorithm (Tomaita, 1990; Berger et al., 1995) to extract

bright blobs from the reconstructed image
o We then performed an un-sharp masking to sharpen the edges of the blobs.

o We then obtained a binary image by setting the intensity values of all the pixels
above a ‘hard’ threshold to unity and the rest to zero. We selected the threshold
using the following criteria: We obtained an histogram of the un-sharp masked
image and empherically selected a value (1.25 for plage region, 0.4 for quiet Sun
region, and 0.5 for the AR8923) at the right side of the peak. We found the
average intensity of of all the pixels having value greater than the selected value

minus one standard deviation as the threshold value.

o We then ‘opened’ (Haralick, Sternberg and Zhuang, 1987) one copy of the binary
image using dilation and erosion processing with 5 pixel kernel to reduce the large
residual granulation noise. We subjected another copy of the binary image to a

median filter to reduce the noise due to isolated peaks (salt and pepper noise).

e Finally we created a binary bright point map by performing a Boolean ‘OR’
operation of the two copies of the binary images. Figures 4.7, 4.8 and 4.9 show
the binary bright point maps of the plage region, quiet Sun region and the AR8923

overlaid on.the corresponding G-band images.
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4.4 Results and Discussion

In what follows, we present a detailed comparison of the processed image of Ca II
K and the G-band image for the three different regions. We refer to the features in
the Figures by their co-ordinates. For example, [0,0] represents lower left corner of the
image; [45,45] represents upper right corner of the image. A feature covering more than
a single point in the image is represented by the coordinates of its lower left corner and
the upper right corner. We use the term GBP to denote G-band bright points. The
Ca II K images (Figures 4.1, 4.3, and 4.5) printed on tracing sheets, have been placed
on top of the binary bright point maps overlaid on the corresponding G-band images
(Figures 4.7, 4.8 and 4.9), to help the readers to clearly see the points mentioned
below.

Plage region (Figu and 4.2):

1. At the outset, we find a striking correlation between the large scale distribution of
the GBPs and the bright network of the Ca II K line.

2. The GBPs seem: to be shifted horizontally by 0.5 arc sec with respect to the Ca [T K
network bright points. Since we have aligned the images as accurately as possible, we
can not attribute this offset (~ 5 pixels) to alignment errors. However, as mentioned in
Section 4.2, the ficld-of-view of the G-band images is less than that of Ca IT K images
by 0.5 arc sec. This could perhaps be the reason for the spatial mismatch. At the same
time, we also find a GBP aligned with an isolated brightening in Ca II K image ([1,3]
in Ca II K image). This implies that the error due to the difference in the field-of-view
is distributed throughout the image.

3. In a majority of the cases, for a brightening in Ca II K image, there is an associated
GBP.

4. There are a few brightenings in Ca II K images, for which there are no associated
GBPs. For example, brightenings in Ca II K images at [9,35], [10,37], [15,37), [4.5,13;

6.5,13] do not have associated GBPs that can be clearly identified.
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Figure 4.1: Image reconstructed from three best frames of a plage region in Ca II K

line.
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Figure 4.4: Image reconstructed from three best frames of a quiet Sun region

in G-band.
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Figure 4.5: Image reconstructed from three best frames of NOAA AR8923 in Ca II K

line.
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Figure 4.7: G-band binary map of a plage region overlaid on the corresponding recon-

structed G-band image.



4.4: Results and Discussion 93

0 5 10 15 20 25 30 35 40 45
45 EIkl!l!llllll(l(ll)l‘IIIII!Illl(|Ill|ll|]llllll|l|||lLLLIL[III_|l|I|(Il.‘!III‘:III\!IIHLLLI_II:4.5
:I- s + . » iy
] ' [ - . =
40 3 LT ) ) =40
35 3 S s - _E35
3 - - v 1 =
= . e T <
30 = . S A = 30
- _ ~ . s =
O 25_§ N - ~ b ;_25
Q 3 v M > e < B
3 3o, . e - N -
© 207 : . =20
E - v. . ~ ’ .y " * E
] \‘\- ~ o § . ) -
153 =15
10_.::_‘ ‘ .-\ - ;—10
59, " : ) E5
g" T " . . g
O —T'|r|[|H‘l‘[HlYIH1IK[lIlI||ll‘ll!‘;‘TTI]IHII[IIIIIKIII‘IIll!l[‘l|II|I|1I!I1||I]I]II||I|- O
0 S 10 15 20 25 30 35 40 45
arcsec

Figure 4.8: G-band binary map of a quiet Sun region overlaid on the corresponding

reconstructed G-band image.
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Figure 4.9: G-band binary map of the NOAA AR8923 overlaid on the corresponding

reconstructed G-band image.
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5. Relatively darker regions in Ca II K images have associated GBPs that are either
co-spatial or offset by 3-6 pixels.

Quiet Sun Region (Figures 4.3 and 4.4):

1. The conspicuous network pattern in the Ca II K image ([7,16; 17.5,27]) has associ-
ated GBPs; but these GBPs are spread diffusely (unlike the dense clustering in plage
region).

2. The brightening in the lower right corner of the Ca II K image ([41,3.5; 43,7]) does
not have an associated GBP; The brightening at [43,32; 45,34] has got a tiny associated
CBP at its edge; that is, at [45,32] in G-band image. In general, the brightenings on
the right hand side edge of Ca II K image do not have associated GBPs.

3. Not all the brightenings in Ca II K image have associated GBPs.

4. Relatively darker regions of Ca II K image have associated bright points which are
clearly evident; but in a few cases, this tendency is not clear.

AR8923 (Figures 4.5 and 4.6):

1. All the brightenings in Ca Il K image have associated GBPs. The spatial density
(the number of bright points per square cm) appears to be proportional to the degree
of brightenings; that is, the higher the intensity in Ca II K image, the denser the
distribution of bright points.

2. Here again, GBPs occur near the edges of Ca II K brightenings; at a few places
GBPs are co-spatial with the Ca 1T K brightenings.

3. Relatively darker regions of Ca II image have got associated GBPs.

4. There is an isolated brightening in Ca II K image ([25.5,17.5]) for which there is no
associated GBP.

In general, we find that the GBPs are densely clustered in the plage region than in
quiet and the AR8923. However, since our exposure time was large, most of the GBPs
could have been washed out and this could be one of the reasons for the absence of
GBPs for some brightenings in Ca 1T K. This also implies that only those GBPs that are

relatively larger in size and withstood the atmospheric blurring have been identified.
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Our G-band binary map also contains bright points that are relatively bigger. These
could be residuals of granulation. It should also be remembered that our bright point
maps are vulnerable to the threshold value. The relatively higher density of GBPs
at the locations of brightenings in Ca II K images implies that these GBPs must be
of magnetic origin (as the Ca II network has been popularly known as poor man’s
magnetogram; Bray and Loughhead, 1974). Thus, there could be two varieties of
GBPs: those closely associated with the photospheric magnetic field distribution and
those present every where. Even these intra-network bright points could be associated
with the intra-network Ca II K bright points (Sivaraman and Livingston, 1982), not
resolved in the present data. The bright points which are present everywhere are swept
by the horizontal motions in the supergranulation to the boundaries and hence there is
clustering. At the same time, GBPs are continuously formed at all locations and hence

at any given time we get to see the GBPs everywhere.

4.5 Summary

We performed speckle observations of a quiet Sun region, a plage region (remnant ac-
tive region) and the NOAA AR8923 near-simultaneously at G-band and Ca II K with an
exposure time of 50-70 ms and a frame rate of one frame per 2.7 seconds. We selected
three consecutive best images from the sequences of images of the aforementioned re-
gions using our frame selection scheme and obtained a reconstruction in each case. We
obtained a binary map of the GBPs from the reconstructed G-band images using image
segmentation techniques and then studied the morphology of the Ca II K and GBPs. We
suggest that perhaps there could be two varieties of the GBPs: those present everywhere
and those closely associated with the magnetic field distribution in the photosphere;
the former are swept by supergranular horizontal motions to the boundaries and cause
heating at the upper layers; continuous formation of GBPs at all locations is responsi-
ble for their uniform distribution at any given time. The intra-network GBPs are per-

haps associated with the Ca II Kyy bright points, not resolved in the present data.
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Interferometric Imaging

5.1 Introduction

The formation of an image by an imaging system can be considered as an interfero-
metric process. In Young’s double slit experiment, a monochromatic light (light from
a point source) falls on two closely spaced pinholes and the light passing through the
pinholes forms a fringe pattern (interference pattern) at the region of superposition.
Fringes get oriented in a direction perpendicular to the line joining the pinholes with a
spatial frequency proportional to the separation between the pinholes. The fringes can
be characterised by a quantity known as ‘visibility’ (Born and Wolf, 1980). As the size
of the source increases (or when the source is observed with a wide bandwidth), the
visibility decreases. In the case of astronomical imaging (quasi-monochromatic, inco-
herent imaging systems; see Born and Wolf, 1980; Goodman, 1996), the exit pupil of
the telescope can be regarded as consisting of a large number of fictitious pinholes and
the observed image intensity distribution can be considered as the resultant of a multi-
tude of fringe patterns corresponding to all the possible separations and orientations of
the pinholes. (Goodman, 1985; Roddier, 1988). In this case, the ‘visibility’ of a com-

ponent fringe pattern is proportional to the complex degree of coherence u,;(d), where

97
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the subscripts represent the corresponding pair of pinholes and |d| is the separation
between them. For a gquasi-monochromatic incoherent eztended source, u(d), which
describes the correlation of vibrations between two points in space separated by the dis-
tance d, is equal to the two dimensional Fourier transform of the intensity distribution
across the source except for a phase factor and scaling constants. This is known as the
Van Cittert-Zernike theorem and forms the basis of all high resolution interferometric
imaging measurements (Born and Wolf, 1980). In Section 5.2, we briefly describe the
method of extracting the information about the object from the recorded fringes. In
Section 5.3, we describe the possibility of having two kinds of transfer functions for
interferometric imaging systems. In Section 5.4, we describe the laboratory simula-
tion of an interferometric imaging system. In Section 5.5, we describe the method of
simulating a specklegram or interferogram. Finally, we simulate fringes that can be
formed by small scale solar features and compare them with those obtained with real

observations at KO.

5.2 Interferometric Imaging using Closure Phase

Technique

In the simplest kind of interferometer, known as ‘Fizeau’s type’, the entrance pupil {or
the re-image pupil plane) of a telescope is covered with a mask containing several holes
(sub-apertures) and the fringes are recorded at the image plane. Small sub-aperture
spacings provide information on the low spatial frequency components and large sub-
aperture spacings provide information on the high-frequency components. When no
two baselines (a vector connecting the centers of two sub-apertures) are identical, the
mask is called Non-Redundant Mask (NRM). While the redundancy improves the signal
to noise ratio of the system, it could be harmful in the presence of telescope aberrations

or phase error introduced by the atmosphere as the position of the fringes is different for
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identical baselines and thus there is reduction in the visibility of the fringes (Goodman,
1985).

At the image plane, one gets crossed set of fringes due to different baselines. The
fringes bear the information about the object. The contrast of the fringe gives the
fringe amplitude and the position of the fringe with respect to that of a point source
along the axis of the telescope gives the fringe phase. The amplitudes and phases of the
fringes are the amplitudes and phases of the complex mutual coherence function which
in turn is the Fourier transform of the object intensity distribution (Born and Wolf,
1980). The amplitudes and phases of the fringes are corrupted by the atmosphere. The
fringes keep moving across the detector and short exposures are necessary to “freeze”
them. However, the fringe phase can be preserved using a closed set of three baselines.

If ¢ is the phase error at the i** element (sub-aperture) of an interferometric array,
and ¢;; is the phase produced by the source structure corresponding to the baseline

Sth

connecting the :** and j'* elements, then the observed phase is given by

Bij = iy + i~ 0. (5.1)

When the observed phases corresponding to the baselines joining three elements
i = 1,2,3 are added, we get a conserved quantity called closure phase which is in-

dependent of the atmospleric and instrumental phase errors.
1 ! 1
Betosure = G1a + Gy + da1 = Pra -+ daz + @31 (5.2)

From the closure phases, component phases can be determined. Using the normalised
amplitudes and the phases of the fringes the complex mutual coherence function can
be obtained and then Fourier inverted to get the object intensity distribution. This
reconstructed image is called “dirty map” of the object in radio astronomy. It is
‘CLEANed’ (deconvolved) using a “dirty beam” obtained by observing a point source
(Hégbom, 1974; Schwarz, 1978; Steer, Dewdney and Ito, 1984; Thompson, Moran, and
Swenson, 1986; Dwarakanath, Despande and Udaya Shankar, 1990).
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5.3 Interferometric Imaging Systems with Non-zero

Transfer Functions

The maximum resolution obtained in a Fizeau’s type interferometer is limited by the
diameter of the telescope. In another kind of interferometer, known as ’Michelson’s
type interferometer’, the light reflected by two movable mirrors mounted on a rigid
arm falls on the primary mirror of a telescope and is combined at the image plane to
form fringes. While the frequency of the fringes is a function of the separation between
the light beams at the primary mirror of the telescope, the visibility of the fringes
is a function of the separation between the two reflecting mirrors. By varying the
separation between the mirrors, the Fourier components of the object can be measured
one by one (assuming that the object intensity distribution does not change during the

period of observation).

As the resolution of an imaging system is defined as an integral over the spatial
frequencies of the ensemble averaged MTF of the system (Section 1.4), it is of interest
to compare the MTF of an interferometer with an equivalent telescope. The relative
sizes of the elements of an interferometer with respect to the separation between them
is an important factor in deciding the performance of an interferometer. With proper
choice of the size and the inter-element separation, one can arrive at an optimum array
configuration such that the transfer function of the array does not contain zeros (to be
distinguished from the zeros in the wv plane when the observed object is completely
resolved at the corresponding spatial frequency) within the diffraction limit of an equiv-
alent monolithic telescope. In such cases, one can extend the bispectrum technique to
reconstruct images from the fringes (Reinheimer and Weigelt, 1987). The transfer func-
tion (equivalent of Korff’s function of the monolithic case) can be obtained through
simulations and deconvolution can be performed using linear deconvolution techniques

(Gonzalez and Wintz, 1977). On the other hand, when the transfer function of the
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array contains zeros within the diffraction limit of an equivalent monolithic telescope,
one has to use non-linear deconvolution techniques like the Maximum Eutropy Method
(Nityananda and Narayan, 1982; Narayan and Nityananda, 1986). As the amount of
information available is limited in such sparsely filled arrays (that have zeros in their
transfer function), it can have significant effects on the reconstructed images. However,
when the observed field-of-view contains an isolated bright feature (bursts), sparsely

filled arrays may still lead to reliable reconstructions.

5.4 Laboratory Simulation of Interferometric Imag-
ing
The Experiment: We performed a simple experiment in the laboratory. The basic

aim of this experiment was to study some aspects of the interferometric imaging (or

closure phase imaging) technique. Figure 5.1 shows the experimental setup. The

ce
He-Ne Laser Microscoplc
Ok jective
D pinolecPy
Lens(l.2) LensdL3)
Masic(Mi>

Figure 5.1: Experimental setup for interferometric imaging.

light from a He-Ne () = 6328 A) laser was spatially filtered using a combination of a
microscopic objective (L1, focal length 53 mm) and a 30 micron pinhole aperture pi,
As the size of the central maximum of the diffraction pattern of the objective at the
pinhole aperture was larger than the size of the pinhole, the illumination at the pinhole

was spatially coherent. A lens L2 of focal length f1= 500 mm collimated the heam.
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An aperture of 15 mm diameter(not shown in Figure) was placed just before the lens
L2. The diffraction at the pinhole pl produced an Airy pattern of size ~ 13 mm at
the aperture plane of L2. A mask (similar to the one shown in Figure 2.2) containing
seven identical holes of size 750 micron was kept in the collimated beam closer to a
third lens Lj of focal length f3=1000 mm. The smallest separation between the holes
was 2 mm. The third lens focused the interfering beams on to a charge coupled device
detector (EEVTM, P46382) consisting of 385 by 576 pixels of size 22 by 22 micron. For
the given pixel size, wavelength and f3, the largest possible separation between the
holes b was 14 mm (that is, b < 14 mm). The Airy diffraction pattern of the lens L2
was smaller than the size of the pinhole and hence the pinhole acted as an extended

source. Each pair of holes produced fringes at the detector plane. These fringes were
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Figure 5.2: (a) Fringes formed at the image plane of an optical interferometric imaging
system. Twenty one sets of fringes (due to seven holes in a mask) are superimposed on
each other and are modulated by the diffraction pattern of a single hole in the mask.
This figure shows the central maximum of the diffraction pattern in the absence of wave-
front distortions. (b) Fringes formed at the image plane of an optical interferometric
imaging system in the presence of wave-front distortions created by introducing a glass
plate sprayed with silicon oil. Note the shift in the position of the fringes. Fringes

keep moving across the image plane because of the distortions. The Figures show the

negative fringes.
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modulated by the diffraction pattern of the single hole. The fringes corresponding to all
the pairs were superimposed and an example of the negative of the resulting pattern
is shown in Figure 5.2 (a). It contains 21 ("C;) distinct fringe patterns. The dark
regions correspond to the coherent superposition of the fringes. First, a sequence of
16 frames were recorded using a DT2861 frame grabber card. Then a thin glass plate
sprayed with silicon oil was kept rotated close to the lens L3 and another sequence of

16 distorted fringe patterns were recorded (One example is seen in Figure 5.2 (b)).

Image Reconstruction from the Fringes: We reconstructed the image from both
the undistorted and distorted fringe patterns using the following procedure (similar to

that used by Nakajimma et al., 1989).

a: We estimated the basclines as seen from the image plane in this way: If dz
and dy are the separations between any two holes in = and y directions, then
the discrete spatial frequency components of the corresponding fringe pattern
is (M szdz/X f3, N sydy/A fs), where M and N are the number of samples in
the two directions and sz and sy are the pixel size in the two directions. If
the image is shifted in cither direction by half the size before and after comput-
ing the Fourier transform so as to make the zero frequency component appear
at the pixel (A/2, N/2), then the spatial frequency components are given by
(M szdz/Xfs + M/2, Nsydy/X fs + N/2). In the power spectrum peaks oc-
cur at the corresponding spatial frequencies. In practice, the positions of the
peaks in the power spectrum will be slightly shifted on either side of the the
theoretical values. We identified the positions of the peaks through visual in-
spection of the average power spectrum of all the sixteen frames. Assuming
(ri,y:),t=0,1,2,...,6 are the positions (co-ordinates) of the holes in the mask
plane with respect to one of the holes and py, (i = 0,1,2,...,6 and for each
i,5 =i-+1,i+2,...,6) are the positions (co-ordinates) of the peaks in the av-

erage power spectrum corresponding to the baselines joining the it and j%* hole



104 Chapter5: Interferometric Imaging

in the mask, we formed 21 equations of the form
d.’l?ij =X — T3 = (pij - (M/2)) A fg/(M S‘.’E) (53)

where i =0,1,...,5 and for each 4,j =i+ 1,2+ 2,...,6, A is the wavelength of
observation and f3 is the focal length of the lens L3. We solved these equations
using Singular Value Decomposition method (SVD; see Antia, 1991). From the
coordinates of the holes, we determined the baselines and by dividing them by

wavelength, we obtained the spatial frequencies.

b: Next, we estimated the average power spectrum at the estimated spatial frequen-
cies using a 2-D discrete Fourier transform. We assumed that the power at the
origin of the Fourier plane is approximately equal to the power at the smallest
spatial frequencies. We normalised the power spectrum by dividing it by its value

at the origin of the Fourier plane.

c: We estimated the average closure phases using the following procedure: If a mask
contains n holes, there will be n(n —1)/2 baselines and (n—2)(n—1)/2 indepen-
dent closure phases (Thompson, Moran and Swénson, 1986). In the presence of
additive noise, one can consider all the possible closure phases (Nakajima et al,
1989). If @;; is the phase of the Fourier transform of an interferogram correspond-
ing to the baseline d;; joining the holes ¢ and j, then one can obtain the closure
phases ¢;;; as

Ol + Dok — Pix = Pijk (5.4)
As the mask contained 7 holes in our case, we estimated 35 average closure phase
values. Assuming the phase of the Fourier transform of the object corresponding
to the shortest baselines in either directions as zero, we estimated the remaining

Fourier phases from the closure phases using SVD (Antia, 1991) method.

d: We formed a complex array of numbers by multiplying the square root of the

normalised average power spectrum and the corresponding estimated Fourier
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phases and performed an inverse Fourier transform to obtain the reconstructed

object.

Figures 5.3 (a) and (b) represent the reconstructed images in the absence and presence

of the wave-front distortions respectively.

5.5 Computer Simulations on Interferometric Imag-
ing

We developed software for simulating specklegrams and interferograms. The aim is to
simulate the fringes that can be obtained while observing small scale solar features that
ride on a bright background. The procedure for simulating a time series of specklegrams
or interferograms is as follows: First, a large ‘phase screen’ ¢(z,y), that simulates
the behaviour of a turbulent layer(s) is generated, either by the classical FFT based
method (McGlamery, 1976) or by the ‘Zernike Polynomials’ method (Roddier, 1990).
A stationary, atmospherically distorted wave-front A(z,y) is then obtained using the
expression A(z,y) = exp(yd(x,y)). Assuming Taylor’s frozen turbulence hypothesis
(that is, the turbulence pattern due to an atmospheric layer blows past the telescope
aperture faster than any changes that occur in it), the large wave-front is divided into
a series of small wave-fronts of appropriate size, the spatial separation between the
conscentive wave-fronts being determined by the time interval between them and the
wind speed. Then each wave-front of the series multiplied by a (complex) pupil function
(in the case of interferogram, the pupil function resembles an interferometric array).

The power spectrum of the series of wave-fronts produces a series of specklegrams or

interferograms.
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Figure 5.3: Contour maps of the images reconstructed from the interference fringes
using the closure phase technique invented by radio astronomers. (a) Reconstruction
in the absence of wave-front distortions. (b) Reconstruction in the presence of wave-
front distortions. The width of the contour at the half the maximum value is ~ 30

micron (12 arc sec) used in the experiment.
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5.5.1 Generation of Phase Screens

We followed the classical FFT based method to generate the phase screens. Under
small peturbations- and near-field-approximations (Roddier, 1981), and assuming von
Karmén spectrum for the fluctuations in the refractive index, an expression for the
power spectrum (squared modulus of the average Fourier transform) of phase fluctua-
tions (resulting from path-length fluctuations) can be obtained as (Noll, 1976; Roddier
1981)

W, (£) = 0.0227r5 /(2 + 1/L2)~1/0 (5.5)

where rg is the Fried’s parameter, f is the absolute value of the spatial frequency f (in
units of 1/length) and Lo is the outer scale of the turbulence. The exponential term
containing the inner scale of the turbulence lg, present present in the von Kérmdn
spectrum, has a value of the order of unity and hence has been neglected in arriving at
Equation 5.5. Given the average power spectrum of the phase fluctuations, one of the
realisations of the phase screen can be obtained by inverse Fourier transforming the
product of square root of the power spectrum and an unit amplitude phasor exp(36),
where 8 is a random number distributed uniformly between —m and 7. This can be

proved as follows: If i realisation of the phase screen is given by,

¢A%y)=j[:f\MW@AfDemﬂﬁa<mp0%dﬁﬂ%+ﬂmnd&@% (5.6)

lding the Fourier transform ®;(f., f,), of a large number (i = 1,2,...N) of
+ w0118 Of the phase screen, we get

N

Z fr;fl/ - Z V (W¢o (f))cxp(.]91> (57)

The average power spectrum is then given by

2

N oexp(8;) | =We(f).  (5:8)

1
Nz Z(I) fﬂ’fv Z(I) <fL’fJ) Wcﬁo( )Nz

Thus, we obtain the power spectrum that we start with.
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As any practically realisable phase-screen has to have a limited size (of length
L or area L?), an expression for its power spectrum Wy (f) can be obtained using
the following definition (http://www.eso.org/ fdelplan/laos/node5.html) of the

phase power spectrum:

Wy (f) = Jim ( A ) (5.9)

This implies that the phase screens are generated in such a way that the mean squared
power spectrum at any frequency of a large number of phase screens of limited size is
equal to the theoretical power spectrum at the same frequency. |Wp(f)|? is the sum of
the square of the powers in the real and imaginary parts. Assuming that the power
in the real and imaginary parts are equal, the absolute value of W, (f), according to

Equation 5.9, is v/2 times the square root of the real part (theoretical power spectrum).

[WL(£)| = Lv/2 x 0.0227 75 /5(f% + 1/L3) /12, (5.10)

Thus, two phase screens of length L can be obtained in the discrete form from the real
and imaginary parts of the following Equation:

—11/12

¢o<z',j>=m(L/ro>5/6F*[(k2+z2+<L/Lo)2) eXP{JH(k,Z)}}a (5.11)

where 4,5 are indices in the direct space, &, are the indices in the Fourier space and
F~! represents inverse Fourier transform. Note that the factor L? gets cancelled with
the integrating variable in the Fourier domain having the dimension of 1/L?, leaving
the phase screen dimensionless.

The behavior of the phase screen at low frequencies depends on the size of the
outer scale of the turbulence Ly (Jakobsson, 1996). Its value varies between 10 and
100 m (Buscher et al, 1995). The size of the phase screen must be greater than
or equal to the outer scale of the turbulence in order to include major fraction of
turbulent power in the simulation (Sedmak, 1998). Thus, when outer scale lengths
of 100 m are considered in the simulation, the generation of phase screens using FFT
demands intense computations and huge memory resources. This can be reduced by

adding phase screens corresponding to low frequencies, generated using Discrete Fourier
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Transform, to the FFT based phase screen (Glindemann, Lane and Dainty, 1993; Lane,

Glindemann and Dainty, 1992).
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Figure 5.4: Structure functions estimated for different values of the outer scale of the

turbulence Lp; The thin curve indicates the theoretical value (Herman and Strugala,

1990); The thick curve represents the simulated values.

5.5.2 Validation of the Simulated Phase Screens

We generated the phase screens using Equation 5.11. As we could generate phase

screens of size 100 m with a sampling of 2.5 cm using powerful memory and computing

resources, we did not have to add sub-harmonics. We generated phase screens of size

equal to the outer scale of the turbulence for different values of Ly and ry. We esti-

mated the phase structure function from the simulated phase screens and compared
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it with the theoretical phase structure function (Herman and Strugula, 1990). Fig-
ure 5.4 represents the simulated and theoretical structure functions. The theoretical
structure functions were estimated using Mathematica 4.0 software. We also estimated
the variance of phase over different pupil sizes. Figure 5.5 indicates the normalised
phase variance over pupils of different sizes. The discrepancy between the theory and

the simulated curves at low values of d/ry is because of the less number of pixels in the

corresponding pupils.
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Figure 5.5: Normalised phase variance over the pupils of different diameters, expressed
as a function of d/ry for different values of the outer scale of the turbulence Lo; (a) For
Kolmogorov’s spectrum (Infinite Ly); (b) For von Kdrmén spectrum. The continuous

curve indicates the theoretical value (Fried, 1965); The dotted curve represents the

simulated values.
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5.6 Simulation of Interferometric Imaging of Small

Scale Solar Features

In Section 2.2 (Page 24), we described the details of the interferometric imaging ob-
servations of small scale solar features using a NRM (Figure 2.2). We recorded fringes
in the interferometric imaging mode and immediately (~ 17 s later) recorded speckle
images of the same features (by removing the mask from the collimated beam; Fig-
ure 2.1).

Figure 5.6 represents two sequences of 16 images (interferograms) of a pore region
These images were recorded immediately (~ 17 s) before recording the speckle images
of the same region (Figure 3.6). The speckle images were reconstructed using our
speckle code (Section 3.2.1, Feature 3, Figure 3.7, Page 61).

The Sun as a whole being an extended source can not produce fringes. However,
various small scale, bright and low contrast features riding on the bright background
intensity of the Sun (or small scale bright features present in a locally depressed back-
ground such as sunspots and pores) may produce fringes.

In order to confirm the possibility of recording fringes due to small scale low contrast
features, and study the nature of the fringes, we simulated interferograms following
the procedure described in Section 5.5 for the parameters (rp, pupil configuration,
spatial sampling) of our observations and compared them with those obtained in real
observations. Our aim was to check whether features like the ones shown in Figure 3.7
(Page 61) can produce fringes with sufficient contrast. In this Section, we present the

details of the simulation.

5.6.1 Effect of Finite Bandwidth on the Visibility of the Fringes

When an interferometer is used to record the fringes in a narrow bandwidth Av, fringes
due to each monochromatic component get displaced with respect to each other and
the visibility of the fringes decreases. The fringes disappear completely when the path

difference (due to the difference in the wavelengths) is sufficiently large. Assuming
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Figure 5.6: Fringes recorded with the NRM (Figure 2.2, Page 26) during the inter-
ferometric imaging observations at KO. Two sequences of 16 interferograms of a pore

region (2x16=32 interferograms).
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that the spectral energy distribution of the source is constant within the bandwidth
v — Av/2 < vy < vy — Av/2, it is found (Born and Wolf, 1980) that the visibility is
attenuated by a factor sinc(m(v — vg) At), where At is the coherence time of the light.
In other words, if Aq is the mean wavelength, the visibility is attenuated by a factor
sinc(mAP/Al) where AP is the difference in the path length and Al = A\2/A) the
coherence length. In practice, the standard deviation of the optical path difference for
a baseline length r is given by o, = (2.62/27)\(r/r0)%/® (Roddier, 1981). Assuming
7~ 36 cm, the longest baseline used in our observations, r; = 8 cm, the typical
value estimated from our observations (Section 2.4.1, Page 29), o = 6520 A and
6A= 160 A(Section 2.2, Page 24) we find that the visibility is attenuated by a fac-
tor s1nc(0.434537) ~ 0.9688. Since the loss in visibility is only 3.2%, we assumed

monochromatic light of wavelength )y in our simulations.

5.6.2 Simulation of Interferograms

Determination of the size of the phase screen needed for producing speck-
legrams: The size M of the phase screen (an array of M by M pixels) required
for producing specklegrams for a given pupil configuration (either single aperture or
a mask containing multiple sub apertures) can be determined as follows: If Ar is
the sampling in the phase screen, then in the wave-front corresponding to this phase
screen, the number of pixels for a telescope of diameter D is simply D/Ar. The speck-
legram of a point source is obtained as the modulus squared Fourier transform of the
wave-front multiplied by the pupil function of the telescope. This is equivalent to the
instantaneous PSF of the combination of the telescope and the atmosphere. Inverse
Fourier transform of the PSF gives the complex autocorrelation of the pupil function.
If sz is the sampling in the specklegram (in the image plane), Xq is the wavelength of

observation, R is the focal length of the imaging lens, then
Msz = (1220 R/Ar). (5.12)
If n is the number of samples (in the image plane) per diffraction limit, then

sz = 1.22XR/nD. (5.13)
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re 5.7: Simulated fringes: First column represents the mask configuration; Second
column represents the corresponding PSF; Third column represents the object (recon-
structed from first sequence speckle data); Fourth column represents the simulated

fringes formed by the object
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Substituting Equation 5.13 in Equation 5.12, we obtain MAr/nD = 1. As the min-
imum value of n is 2, the relation implies that for simulating the performance of a
telescope of diameter D meters, the size of the wave-front (phase screen) must be at
least twice size of the diameter. Conversely, if M Ar is the size of the phase screen and

D is the size of the telescope, then the sampling would be MAr/D.

Sampling in the Phase Screen: In general, one can generate phase screen with
certain spacing Ar and select the size of the phase screen for a given telescope of effec-
tive diameter D using the relation mentioned earlier. The only constraint is that there
should be at least two samples within the atmospheric coherence diameter ry. However,
in the present case, our aim was to generate a phase screen with a sampling correspond-
ing to the plate scale our image. We used the image of a pore region, reconstructed
from a sequence 16 specklegrams (Section 3.2.1, Feature 3, Figure 3.7, Page 61) as the
object intensity distribution. We re-sampled the reconstructed image consisting of 46
by 46 pixels with a field of view of 4.3 arc sec into 128 by 128 pixels (as it is con-
venient to have array sizes integral powers of 2, while performing Fourier transforms)
using CONGRID routine of IDL software. We assumed that the resulting plate scale to
be same at the initial plate scale (0.093 arc sec per pixel) the recorded images. This
corresponded to n = 4.8 samples per diffraction limit. Having decided 7, we estimated
the required spatial sampling in the phase screen Ar from Equations 5.12 and 5.13 as
Ar = nD/M = 4.8x0.36/128 = 1.32 cm.

As the recorded image i(x) of an extended object is the convolution of the PSF
p(x) and object intensity distribution o(x), the interference fringes due to an extended
object can be obtained by inverse Fourier transforming the product of the Fourier

transform of the PSF (P(f)) and that of the object (O(f)), that is,
i(x) = FH{P(f) - O(f)}. (5.14)

Thus, we generated a phase screen of 4096 by 4096 pixels, with a sampling of 1.32
cm per pixel, an outer scale length of the turbulence of ~ 54 m (4096x0.013) and

ro = 10 cm. We assumed a wind speed of 2 m/s and a frame rate of 20 frames per
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Figure 5.8: Simulated fringes: First column represents the mask configuration; Sec-
ond column represents the corresponding PSF; Third column represents the object
(reconstructed from first sequence speckle data shifted here, close to the center of the

field-of-view.) Fourth column represents the simulated fringes formed by the object
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second. We obtained a sequence of phase screens of size 128 by 128 pixels from the
bigger screen, by shifting the origin by 4 pixels in each step. We then generated the
corresponding wave-fronts, multiplied them by the NRM (Figure 2.2), and obtained

fringes. Finally, we obtained the fringes due the solar features using Equation 5.14.

Discussion: Figures 5.7 - 5.9 represent the fringes simulated by the procedure de-
scribed above. It should be remembered that the plate scale is not the same as used in
the actual observations at KO. As we had extracted a portion of the observed speck-
legrams and reconstructed them using our speckle code, the effective field of view was
reduced to half the original size (4.3 arc sec square as against the circular field of view
of 8.25 arc sec used in the actual experiment). Nevertheless, the aim here is to sec
whether we can get some fringes due to such low contrast features riding on a bright
background and we find that fringes could indeed be formed by such features. It implies
that interferometry is still a viable tool for high resolution imaging of extended sources,
at least when the observed field-of-view contains isolated bright features; that is, when
there is minimum “source confusion” (Thompson, Moran and Swenson, 1986). In prac-
tice, regions of interest (for example, NPBs) can be identified using a relatively small
telescope and then used for interferometric imaging in a sufficiently narrow bandwidth;
the field of view can be restricted to about an arc sec centered at the isolated region
to avoid the problem of “source confusion”. It should be noted that several authors
(Harvey, 1972; Zirker, 1987, 1989; Damé, L., Matric, M., and Porteneuve, 1994; von
der Lithe, 1989) have explored the possibility of imaging small scale solar features with

interferometers through numerical simulations and real observations.

5.7 Summary

In this Chapter, we first briefly described the basic principle of interferometric imaging
and the method of extracting the information about an object from its fringes. Then we
described the possibility of having two kinds interferometric imaging systems, namely,

the ones having non-zero transfer function up to the diffraction limit of an equivalent
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Figure 5.9: Simulated fringes: First column represents the mask configuration; Second
column represents the corresponding PSF; Third column represents the object (recon-
structed from second sequence of speckle data); Fourth column represents the simulated

fringes formed by the object
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monolithic telescope and the other having zeros in the transfer function. We pre-
sented the details of a simple laboratory experiment on the interferometric imaging.
We recorded fringes due to a extended source with a NRM reconstructed the image
from the distorted fringes using the ‘closure phase’ technique. We had used a similar
mask in our interferometric imaging observations at KO and recorded the fringes. In
order to confirm the possibility of recording fringes due to small scale features riding
on a bright background or in a locally depressed background, we performed computer
simulations. We described the procedure that we adopted for method of obtaining a
sequence of phase screens. and validated it by (a) comparing the theoretical and simu-
lated structure functions and (b) comparing the normalised phase variance over pupils
of different sizes in the phase screen with that obtained theoretically by Fried (1965).
Finally, we simulated interferograms using the speckle reconstructed image as object
intensity distributions, for typical conditions that prevailed during our observations.
and compared them with those recorded in our interferometric imaging observations at
KO. We found that small scale solar features can indeed produce fringes of the nature
that was actually observed. Thus we conclude that interferometric imaging can be
probably used for finding the sub-structure/morphology of isolated bright point-like

sources.



Chapter 6

Summary and Future Directions

In this Chapter, we first present the chapter-wise summary of the thesis work and
highlight the main results. The major outcome of this thesis work has been the devel-
opment of the software (speckle code) required for processing speckle images, that in
principle can be extended to reconstruct images obtained from an array of telescopes.
We critically assess the advantages of our speckle code, compare it with the other ex-

isting codes to the extent possible and comment on its limitations. Then we briefly

describe our future plans.

6.1 Present Work

In the first Chapter, we highlighted the fact that the phase of the Fourier transform
of an object bears the information on the positional or structural details of the object
with an example. We also explained how the earth’s turbulent atmosphere corrupts
the phases of the Fourier transform of the object and thereby reduces the resolution of
a ground based telescope to about an arc second.

In the second Chapter, we presented the details of the speckle imaging observations
performed at KO, UPSO and USO. We also presented the methods of the pre-processing

of the speckle data. We explored the possibility of estimating Fried’s parameter using

120
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three different methods, namely, from the fluctuations in the angle of arrival of the
light, by the power spectrum equalisation method and by the spectral ratio method.
While estimating 7o from the angle of arrival Auctuations, we found that Aigh spatial
Jrequency components of the image contribute more to the image motion than the low
Jreguency components. We enumerated the limitations of these and a few more methods
of estimating ro. We identified the spectral ratio method as the best method for the
speckle data analysis. The average value of o at USO and UPSO was ~ 3 cm during
our observations. A small variation of ry over a large field-of-view implied that most
of the degradation was close to the ground. At KO, values of 7 ranging from 6-10 cm

were estimated during our observations.

In the third Chapter, we presented the details of our speckle code and validated it
with an example. We observed small scale brightenings inside pores in our observations
at KO and achieved 0.43 arc sec resolution, which is the diffraction limit of the telescope
at 6520 A. This has been possible only because of the short exposure nature of the speckle
observations. We reconstructed two sub-flare regions of the NOAA ARS8898 from the
speckle data obtained at USO. We found the presence of chromospheric umbral dots
inside a sunspot region. We also found the breaking-up of a filament. We could obseruve
such events even with moderate seeing conditions only because of the speckle technique.

Regular use of the speckle technique will enable us to collect more details about such
events.

In the Fourth Chapter, we presented the details of our speckle data obtained from
NSO/SP. We obtained near-simultaneous filtergrams of a quiet Sun region, a plage
region and the NOAA ARS8923 in the G-band and the K line of Ca II. As the seeing
conditions were poor, we selected three best images from the sequences of images of
the aforementioned regions and obtained a reconstruction in each case. In addition
to the usual speckle technique, we also used image segmentation techniques to extract
the GBPs. Our aim was to see whether this data can offer a clue on the mechanism
that leads to the preferential heating at the chromospheric level (network boundaries)
while the source, if assumed to be the GBPs, is distributed everywhere. We studied the
morphology of the G-band and Ca II K bright points in the aforementioned regions.
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We suggest that perhaps there could be two classes of the GBPs namely, those present
everywhere and those closely associated with the magnetic field distribution. The GBPs
that are present everywhere are swept by the supergranular horizontal motions to the
network boundaries and cause heating at the chromospheric levels. At the same time,
continuous formation of the GBPs at all locations makes them observable everywhere
at any given time. The intra-network GBPs are perhaps associated with the Kyy bright
points (Sivaraman and Livingston, 1982). However, the latter are not resolved in our
data.

In the fifth Chapter, we presented the basic principle of interferometric imaging
technique. We mentioned that with proper choice of the relative size and separation
between the elements of an interferometer, an optimum array configuration with a non-
zero transfer function can be achieved and the ‘bispectrum’ technique can be extended
to reconstruct the images. Then we presented the details of a laboratory experiment,
performed to understand the processing methods of the ‘closure phase imaging’ tech-
nique. We performed interferometric imaging (closure phase tmaging) observations at
KO using a NRM at the re-imaged pupil plane and recorded fringes. In order to confirm
the possibility of recording fringes produced by small, bright, low contrast features that
ride on a bright background or a locally depressed background, we performed computer
simulations. We developed a computer code for simulating phase screens and gener-
ated specklegrams and interferograms using them. We simulated interferograms using
the image reconstructed from our speckle data as input object intensity disiribution
and found that fringes could indeed be formed by the low contrast small scale features.
While the ‘closure phase imaging’ (even with zeros in the corresponding transfer func--
tion) can be useful for resolving isolated bright features, the ‘bispectrum technique’

(with non-zero transfer function) can be extended for reconstructing images obtained

by combining several telescopes.
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6.2 Comments on the Speckle Code

In our speckle code, we estimate the Fourier amplitudes using Labeyrie’s (1970) speckle
interferometry technique and the Fourier phases using the ‘bispectrum’ or ‘speckle
masking’ (Weigelt, 1977; Lohmann, Weigelt and Wirnitzer, 1983) technique. We have
incorporated all relevant procedures developed by several others for enhancing the qual-
ity of the reconstructions. For example, we use noise filters developed by Pehlemann
and von der Lithe (1989) and de Boer (1996) for phase estimation, the noise filter devel-
oped by Von der Lithe (1993) for the amplitude estimation. In the absence of suitable
flat field-images for estimating noise filter, we use the optimum filter (Press et al.,1993)
or the Wiener filter (Gonzalez and Wintz, 1977). We use the ‘optimum apodisation
window’ developed by Keller (1999) to apodise the sub-images to decrease the effect
of the usual ‘cosine bell function’ on the phase of the estimated bispectrum. We use
the real time frame selection scheme developed by Scharmer (2000) for selecting the
best frames. When the field-of-view is larger than the typical size of the isoplanatic
patch (~ 5 arc sec), we ‘de-stretch’ the images using the code developed by scientific
staff of NSO/SP. We reconstruct the image as a mosaic of several sub-images following
the procedure described by Von der Lithe (1993). Our speckle code takes about 10
minutes to reconstruct an image from a series of 90 images of size 128 by 128 pixels

and requires a RAM size of ~ 100 MB.

Our speckle reconstructed images show enhancement in the contrast. We are able
to obtain ‘good’ reconstructions even with a few selected best frames. This is partly
because of the frame selection and also because of the the increase in the signal-to-
noise of the reconstructions due to high redundancy in the Fourier phase estimation.
(Pehlemann and von der Lithe, 1989). As the diameter of a telescope increases, the life
time of the smaller scale features that can be theoretically resolved becomes shorter
and only a few frames can be combined to get a reconstruction (von der Liithe and
Zirker, 1988). Thus the ability to reconstruct an image from a few frames is essential
while observing with large telescopes and our speckle code meets that requirement. It is

known (Pehlemann and von der Liihe, 1989; Reinheimer and Weigelt, 1987) that the
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‘bispectrum’ technique can be used to reconstruct speckle interferograms obtained with
coherent, non-redundant or redundant optical arrays. Thus, our speckle code can be
used to reconstruct images obtained from an array of telescopes. It is also known (von
der Liihe and Pehlemann, 1988) that the bispectrum technique is less sensitive to the
anisoplanatic effects. In all these aspects, our speckle code is superior to those those

which use Knoz-Thompson algorithm (Knox and Thompson, 1974) or its extension
(Keller, 1999).

The major difference.between our speckle code and that developed by Von der Liihe
(1993) is the method of estimation of the Fourier phase of the object. He uses the
Knox-Thompson algorithm for estimating the phase, whereas we use the ‘bispectrum’
technique. Pehlemann and von der Lithe (1989) have developed a speckle masking
phase reconstruction algorithm called the ‘Octagon Method’ using the symmetry prop-
erties of the bispectrum. They sequentially access the elements of the 4-D array of
bispectrum values. However, in our speckle code, we store the 4-D bispectrum val-
ues in a 1-D array and access the elements in a sequential from, keeping track of the
component phases. Though the memory required is independent of the dimensionality
of the array (1-D or 4-D), the time required to access an element in a 1-D array is
much smaller than that in a 4-D array. In this aspect, our speckle code is expected to
be faster than that developed by Pehlemann and von der Lithe (1989). We estimate
all the possible bispectrum values and do not truncate it as mentioned by Pehlemann
and von der Lithe (1989). While recovering the Fourier phases of the object from the
bispectrum phases, we consider all possible paths to a given spatial frequency point
from the origin and estimate a large number of Fourier phases (unit amplitude phasors)
for that point and use the phase consistency filter to give less weight to those phasors
that significantly differ from their counterparts (Pehlemann and von der Liithe, 1989;
de Boer, 1996). We do not know the technical details of the speckle code developed
by de Boer and used by Denker (1998) and hence can not compare with our code.

However, we found that they also use the bispectrum technique.

Our speckle code enforces time and memory constraints when a large number of

images of size 512 by 512 are analysed.
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One of the major factors that delays our speckle reconstruction procedure is the
determination of ry for all the segments (sub-images) of an image. We estimate 7, tsing
the spectral ratio method (von der Liihe, 1984). This method involves the estimation
of the theoretical STF (Korff, 1973). Evaluation of this function becomes highly time
consuming for large array sizes. von der Liihe estimates the theoretical STF for different
values of D/ry, stores them in a separate library of and uses it (if required, does
interpolation in the frequency domain) for further analysis. However, as of now we
estimate the theoretical STF for every set of data (for various values of D/rq and the
frequency sampling defined by the array size). Moreover, the estimation of ry often
needs visual inspection of the observed and the theoretical spectral ratios, which again

is highly time consuming.

6.3 Future Directions

The following is the brief description of our future plans.

e Parallelising the Speckle Code: The first improvement that we would like to
achieve is the parallelisation of the speckle code. At present, we obtain the
speckle reconstruction as a mosaic reconstructions of a large number of overlap-
ping segments. These segments are processed independently in a sequential form.
In order to increase the speed further, we plan to parallelise our code. This would
be much useful when we acquire a large amount of data. We have identified a
few areas in which our speckle code, where the algorithm presently used can be

improved. We plan to implement these changes while parallelising the code.

o Hardware Implementation of the Speckle code: We plan to implement the speckle
image reconstruction procedure through hardware. This will enable us to obtain
a reconstruction very quickly. We plan to select a few best frames using the frame
selection algorithm (Scharmer, 2000) and use Digital Signal Processing chips for
performing real time Fourier transforms. We plan to implement the de-stretching

and the speckle code through hardware. This would be our long term goal.
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o Speckle Imaging of With Ezisting Solar Telescopes: Our speckle code has been
optimised to reconstruct solar images. Several authors (Stachnik et al., 197T;
Stachnik, Nisenson and Noyes, 1983; de Boer and Kneer, 1992; de Boer, Kneer
and Nesis, 1992; von der Lithe, 1994) have performed speckle imaging of small
scale solar features with broad bandwidth. Keller and von der Lithe (1992)
adopted a differential speckle imaging method to provide new insight into the
small scale solar magnetic features. We would like to combine speckle and po-
larimetric observations (Sankarasubramanian, 2000) in sufficiently narrow band

with the existing solar telescopes on a regular basis.

o Extension of Bispectrum Technigque: We have developed a computer code to sim-
ulate phase screens and generate specklegrams or interferograms from them. We
plan to perform more realistic simulation on the interferometric imaging tech-
nique. We plan simulate fringes (speckle interferograms) that could be formed
by small scale solar features and reconstruct the images using our speckle code

with suitable modifications (for amplitude calibration).



Appendix: A

Computer Programs in oo and rorrrax

In this appendix, we present a few sample programs written in IDL and FOR-
TRAN 77. The IDL function (user defined) f_ccorra.pro is for registering two images.
It estimates the required shift to align the images. The function sushift.pro is for shifit-
ing an image with an accuracy of fraction of a pixel by introducing the required shifts
in the phase of the Fourier transform of the object. The program ldbpm.pro is just
to demonstrate the phase reconstruction procedure for 1-D objects. This is follwoed
by a FORTRAN program that estimates Korfl’s function for various values of D/ry.
Finally, the speckle code is presented. The inputs files have to be in FITS format. To
read/write FITS images, a software package called FITSIO was used. The latest version
of the FITSIO source code, documentation and example programs are all available on
the World-Wide Web at the following URL: http://heasarc.gsfc.nasa.gov.fitsio. The
programs are presented in a two-column page style in the same order as they have

been described above.
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AppendixA

FUNCTION f_ccorra, imgt,ing?,PRINT=print

iNAME:
{PURPOSE:

1 _ceorr

iSAMPLE CALLING SEQUENCE:

reault = 1_cqo.

i rr(imgl,ing2) intenticnally spalt wrongly (shifft)

L INPOTS lagl: 2-D image

i ing2: 2-D image

$OUTPUTS; mX ; penk correlation cosfficient

+RETURNS: shifft: fizarr(3). shifft{0) = x~ahift in pixels FRON imgl to img2.
i shifft(1) = y-shift in pixels FROM imgl to img2.
i shiffr{2) = peak cross corrslation co-efficient.
FHISTORY: Writzen by R. Sridharan ; modified to tha pressut form on 25 Oer 2000.
i AlgoTithin vas already vritven in a progran called

i fct.pro, cross_check.pro, all for mame purpose sometims in Jan 2000.
teaxcaptma :

t = aystime (i)

#zl = sdza(ingl)
223 = aizaling2)
if 8x1{0) ne 2 or £22(0) ne 2 then begin

and
A nz1(1) ne 522(1) ar 2zi(2) ne 522(2) than begin

end

we
oy

imat
imal
imat
imal

a1

message, ' Inagas must be 2-d’
RETURN, -1

mesarge,'Images must be of identical dimensien’
RETURN, -1

axt (1}
Az {23
~ imgi
= img2
~ 1msil/{voral{imal)/n_slementa(imal)}
= ima2/(total(ima2)/n_ elenantaizal)}

#rit(imal,l,kx = val)

lmal = (imai-wi)

a2

afitlimal,1,kx = val)

imad = (ima2-s2)

jmstlmate pover spectrum

fimsl = ahift(r?s(ahifc{imai,nx/2,0y/2),-1,doublesd},nx/2,ny/2}
pimal = tovsl(abs{fimal)enbs{fimat}}

fimal = shife{ffe(ahift{ina2,nx/2,ny/2),-1,doublew3),ox/2,ny/2)
pima2 = rotal(nbs(fima2)sabs(fima2))

cel = fimslecon){(fima2}/aqrt((pimai+pinal})

ce
ce
=
L
kr

[N

shify(ffr{ahift(ecl,nx/2,0y/2},1,double=3) ,nx/2,ny/2)
float{cc)

max{cc,mvall

mval mod ax

mval/nx

whifft = flearr{3)

if mx ne 1. then begin

if (kr+kc ns 0) and (kr 1t sy-1) and (ke it nx-1) then degin
dr » mxw2-cclke-1,kr)-cc(kee,kr)

om -
dr = mx+2-cclke,kr-1)-cclke,kr+t)
m =

(xc~0.6) +{mx-cc(ke-1,kr} }/dr

{xxr=-0.5) +{mx-cc(ke,kr~1))/dr

andif olme begin
cm * kc

o= kr
Andalsa

anifts(0) = cm-nx/2
mhiffo (1) = rm-ny/2

endif alaa begin

cm = kc
rm - kr

ahtfre(0) = cm-nx/2
shiffc (1) = rm-ny/2

endalaa

shifrTil} * mx

if koyword_set{print) then begin

and

print, ‘shifts (pixels): ’,shifft
print,’Runtime = ', systime(1)-t, * seceuds'

RETUKN, shifft

EN

14
- ---END of Croas Correlation Prograg-----

FUNCTION eushift, img, aiftx, sifty

INAME: nushife

f‘vux\pﬂsE: Shifting an image hy fraction of a plxel

; SAMPLE CALLING SEQUENCE:

result = sushift {img, siftx,sifty) inTentionally smpelt wrongly (sifx,sifey)

[ INPUTS img: 2-D image

siftx: desired shift in x directien
aifty: desired sbift in y direction

;QUTPUTS: imgi : shifted image
TR imgl: 2-D image.
zu[es'rtm.\r- Written by R. Sridharan ; got the idea from Dr. R. Srikantk, IIA.

jexcapte2

Perfarm a crosa correlation match on téo images using Fourier tramsform

t = systima{1}

£z ® siza(ing)

timg = shift(rt(shift{ing, 82(1)/2,32(2)/2),-1,double=d) ,82(1)/2,82(2}/2)

fimgl = deomplaxarr{sz(i},sz(2})
for i = 0,52(1)-1 do begin
tar § ® 0,82(2)-1 do begin
fingi(i,]) = fimg(i,j)vexp(complex(l,i}s(2eiping

{ (La-{82(13/2.)y# (~airex) } /52 (1) #{(§-(82(2}/2) I »(~8iLty)}/52(2) ) 1)

andfor
anafor

ing2 = float{ahift(ffe(anirt (fingl,sz(1)/2,82(2)/2),1,double=3),82(1)/2,82(2)/2))

RETURN, ing2
40

--~END of Supsrshifter Program -----

iThis progran is a demoustration porgran

;1t shows that tripla correlation of a 1-D image is a 2-D function

iFourier transforn of this 2-D tripia correlation produces 2-D bispectrun

on_error,2
m~128.0 ; initialine array nize
n = 128.0

81 = flrarr(m) ; initialise array for i-D object
ten = flearr(m,n); initialise array for triple corralation

object intansity distridution.

21(62:86) » 100.
a1({46:50) = T0.
a1{28:30) « S0,
a1(78:80) = 60,

fai = shift(f2v(shift(al,n/2),-1,douhle=3),m/2); Fourier transfcrm

agp = aba{fal)eabs(fal} ; power spectrum

3 folloving loop estinmates tha triple corrslation,
for i = 0,n-1 do bagin
for j = 0,u-1 do begin

82 = ghifc{sl,i) ; shift the objact by i pixels to the right.
23 = shift(ai,i+j); shift the objacs by i+j pixals to the right

for X = 0,n-1 do begin
tenfi,j) = ten(i,§)+ai(k}va2(k}*ad(k); txiple corrslation
andtor

andfor

endfor

tenl w shift(ten,64,64); ahift it mo that canter becomes the origin.
i eatimage bispsctrue by Fourier transforming the tripla correlation

bpm ~ shirt(rfu(abift(tenl,84,64),-1,double=3),64,64)

plet,al, xstyleel,yrangs = [-10,110], pes={0.1,0.86,0,5,0.9],yetyla=s, /nornal, $

titlew’15(a) Object®,charaize=1.5;,Dackground=255

sovhist, (veal) ,481-n/2,383-0/2

tvacl, (aloglOCusnl >2}),481-2/2,383~n/2

xyouts,370,480-10," 15(b) Tripla Gorrelation’,/device,charaizas2
i¥youts,100,480-15, * 16(a) Object’,/davice,charaizesi,§

stvhist, (sbs(bpm}}, 192-1/2+290, 141-0/2
tvacl,nloglt{{abs(bpn)) >600) , 192-m/2+230, 141-n/2
xyouts,370,180+50,’ {6(c) Bispactrum’,/device,charsizes2

jEstimate the bispectrum from sbject Fourier transform, i.e from fai.

bispm = dcomplexarr({1024}
biapm! = dcomplaxarr(m,n)

% =0.0

for ¢i = m/2-2,0,-1 do bagin

at = (ci-n/2¢(ei-ix{ci/2)#2))/2+n/2
for i1 = m/2,cot,-1 do bagin

bispmi€it,ci*a/2-11) = bispni(il,ciem/2-11)efaslit) atatcion/l-11)scon}(tat{eid}

;bispm(k} = bispm{k)+fai{it)=fal{eci+a/2-il)econj{tal(ci)}
& = long(k+1)
endtor
endfor

;Estinace phase from the bispecirun
for i = 0,m-1 do hegin
for j = 0,n-1 do begin

if bispml{i,j) na 0.0 then bispmi(i,3) = biapmi(i,j)/abs{bispmi{1,i})

endfor

sndfor

sphass © complexarr(m}

ephase(n/2) = complex{l,0}

ephass(m/2-1) = complex(1,0);fal(n/2-1)/abs(fal(n/2-1))
ephasa(m/2+1) = conplex(l,0);fal(n/2+1)/abs(fal(n/21))

x=0.0

for ci = n/2-2,0,-1 do begin

ent = (ci-m/2+(ci-1ix(c1/2}+2)}/2+n/2
for i1 = m/2,¢nt, -1 do begin

ephase{ci) a sphesa(cl)+aphase{ii)«ephasa{cim/2-i1)+conj(bispmi{il,cirm/2-11))
jepbase(ci) = sphase(ci)rephass(i)wephase(cim/2-11)vcon] (bispm (k)

& = long(es 1)
endfor

i1 abs{ephase(ci)) ne 0.0 them ephese(ci) = aphase(ci)/abs(sphase(ci))

endfor

iuse hermitisn symmetry to find phase in the upper half of tha Fourier plans

for i » m/2+1,m~{ do ephasa{i) » conj{ephase{m-i}}
rain = sphagsorsqrt(amp); recemstruct the object

imag » shift(ffe(ahift(rein,n/2),1,double=3),m/2)

;plot, tmag, xstylex1, pos={0.55,0.08,0.95,0.48],/normal, /nosrase, yatyleml
plot, inag, xstyle=i, yrange = {-10,110], pos«{0.1,0.08,0.5,0.43},/nozmal, /noerass,ystylewt ,$
It 5

.titles’(d) abject? .
ixyouts,80,225, ' 15(d) Reconatructed’,/device,charsize » 1.5
ixyouts, 115,208,715 Object’ ,/device,charsizevi §
splot,ei:, xatyleet, poss(0.1,0.85,0.5,0.95]

limg = terd(}

set_plot, ‘pa’
device,filenanas’covpg. pa’
tvacl,286-iing
davice,/close

end
;=-~-~END of Phage reconstruction validation (1-D) program-----
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¢ The files in granules directory are for Hainital images.
¢ Frogram to estimats theoritical muf if ((cheta(k,1) .1t. thetac(i,})) -or. ({ theta(k,1] .gt.
. & thetac(s,$)) .and. { y(k,1} .gv. ye(k,13))) then
eger m,n 8Ck,1) * 0.5e(acos (a(k,1))-a (K, 1 sdnqre(i-alk, 1) »alk, 133
parameter (m=16,nw16,pt = 3.14160265358979324d0) endif
paramater (nun=80)
:.u ftine(2), tinal, alpha if ((cheta(k,l) .gt. therac(i,j)) .and.
ouble precision uf(m),v(n),sf(m,n),afnlm,n),vl,2,88,8y,d1 & (y(k,1) 1t yo(x,1))) then
doubls precision theta(m,n),ctheta(n,n),atheva(n,n) dx,dy
double pracision a(m,u),thetac(m,n),yc(m,n),am,0) baxt = (0,5+con{zhetalk,1)-acoaly(k,1)))-0.50atn{, )~
dauble precision bal(z,n),bdl(m,n},dal{m,n},q(m,n} 13 y(x,1)*cthatalk,1))=*(2.0)
double precisicn tau2(m,n),semn{m,n),tein{v,n),lenmin,0)
hayl = (0.S+sin(theta(k,1)-acos(y(k,1))) + 0.5vdagrt(

double precision deltav(m,n),r00(un)
1-stn(i, 1) vatn(l,§3)-y(k, 1) =arhetak,13 ) »=(2.0)

double precision deltavx(m),delitavy{n),y{m,z) &
double precision 8if,as,asn,qx,qya,qyb,ayc,qyd,qy
double precision bdxi,bdyl,baxi,bayl bal(x,1) = dsqrt{baxi+bayl}
num) *80 }#80
character Leauans (uus) v80 baxl = (0.5econ(thatalk,1)-acos(y(k,2))) = 0.6+52n(i,}))
x +(2.0)
L e bayl = (0.5enin(theta(k,1)-acosly(k,L))) = D.Erdsgre(
iy e t-sta(i,JI+stnli, 3)) = (2.0)
:‘_.'E‘.’é:“ BAL(x,1) = daqr(bdxlebdyl)
dx = 1.22uslez/(nesx) 40l (x,1) = dagrely (i, 1wy (e, Lr(i-atali, j esfai,§3) -2
dy = 1.22¢ulvz/(nssy) & y(k,l)-nh-en(k,l)'d.lqrt(l-lfn(i,j)'ltn(i,j)) H
uf(p/3+1) = 0.0 211 = 0.5a(bal (k,1) +bd1lk,1)+dal (k, 1))
ve{n/2e) = 0.0 a8 = 0.5w (nain(bal k, 1)) rasin(bdl (k,1))-bal(k, L)%
& dsqrt (1-hal(k,1)+bal(k,1))-bd1(k,1) *daqre {1-bdl(k,1}*
do 1 = n/2+2,n ] bdl(X,2))}
Wi = uf(d-1)e(dx/ul)
endde axs = 2edsqrel s11x(ss1-bal(k,1})x(a1l-bdl(k,1)}»
L3 (s11-dal(X,1)3)
do § = n/2*2a it ((s1l-dal(k,1)) .1t. 0.0) priate,’yea’k,l
vI(3) = vf{j-1)+(dy/v1)
endda a(k,1) = as+ass
do i = a/2,1,-1 ondif
(i) = wf (§+1)-Cdx/vl)
enddo qx = 6.88v(atn(3, §) valpha)e=(5/3.)
qya = (aba(y(r,1)+afn(i,j))=alpha)=*(5/3.)
do § = n/2,1,-1 Qyb = (aba(y(k,1)}-sfn(i,})) #alpna)e*(5/3.)
vI(3) @ vr(j+i)-Cdy/ul) qyc ¥ (qyavqyb)0.5
onddo qvd = {y(k,1)valpha)*+(6/3.)
qy = 6.88«(qyd-qye)
doi~im it ((abalqr) .1t.708.0) .and. (abs{qy} .lz. 708.))
do J = L,n 2 q(k,1} = exp(-gx)vexp(-qy)
8£{4,3) = dagro{ut(L)=us (i) +vf(§Iave(§))
atali,)) = at(i,§)sul/dl tau(i,§) = waua(d,j)+alk,13xqCk,1) 1 adiny(X,1}
deltav(i, ) = st(i,3)wvl
y(i,3) = dsltav(i,jj/(d1) andi?
enddo endde
enddo enddo
do { = t,m toln(s,j) = 2e(acos{atn(4,j}}-atn{i, ;) sdaqrr (1-a1n (i, §)*
deltavx(i) = ut{i)wl K etuli, 1/ GL
enddo
sama(i,j) » tein{i,j}+axp(-0.546. B8«(alphas
do j = 1,8 I3 sfn(i,i))e=(5/3.)e(1-atnk, P*s(1/3.30)
deltavy{j) = vi{3)sul
#nddo lemn(i,}) * telm(i,j)*axp(-0.58.8B+(nlphas
L3 ata(1,1))#+(5/3.)
apen(22,fila=!tauZname’)
read(22,32) (tauZname(i),i = 1,nun) sean(i,3) = semn(i,j)emema(i,i)
closa(22) lema(i,) = lema(i,})slemati,j}
it (emz(i,j) .lt. 1e-20) lemm(i,}) = 0.0
open(24,fila=’sannaza’) it (semm(i,j) .lt. 1e-30) semm(i,j) = 0.0
read(24,32) (semname(i),i = 1,nun} endif
closa(24)
open{26,fila=’lanname’) endds
read(26,32) (lemnane (i), = 1,num) enddo
cloes(25) open{12,file=taunana(locp)}
r00(1) = 2.0 write(12,%) tau2
do kk * Z,num close (12}
v00(kk} = r00(kk-1)+0.1 opan(13,11lexsezmama(loop)}
anddo srite(13,») semm
closs(13)
32 2ormat (a80) open(15,file=lemnana(leop})
vrice(16,#) lomz
do lcop = i,mum claza(15)
do i~ 1,m
do § = 4,5 axddo
tau2(i,§) = 0.
timal = etime(ftine)

aema(1,3) = 0.
prinve,axecution time in ssconds’,timal

Llema(1,j) = 0.
enddo .
enddo o

end
END of Kortf’s function evaluation Progras-

alphe = d1v100/700(loop)

dot=i,m
do j = 1,8

18 Carn(i,j) .It. 1.0) then

do k= 1,m
dol =1

if (y{x,1) ,1t. 1.0) then

it (sta(i,d .eq. 0.0) alx,1)} = y(r,1)
it (ye,1) .eg. 0.0)  a(k,1} * sfali,i)

it ({y(x,1) .ne. 0.0) .and. (sfn{i,j) .;ma. 0.0)} them

exhetalk, 1} = (deltavx(kywuz(i)+deltavyll)y=st un/
I (deltavi(k,1)%er(i, i)}

it (ctheta(k,1) .lt. -1,0) cthetalk.l) = -1.0

it (ctheta(x,l) .gt. 1.0} ctheta(k,1) = 1.0

cheta(k,1) = acoa(cthetalk,1))

ctheta(k,l) = cos(theta(k,1)}

sthetalk,l) = sin(theta(k,1})

ax,1) = dlqrt(xtn(i,j)'ltn(i.j)‘y(k.l}'y(h,l)?
2estn(i,j)ey(k,1)sctnenalk,13)

r
endif
yelk, 1) = abs{ dnqn{l-lm(i,j)'ltn(i.j))-nhau(i.l) -
& arnli,j)=cthata(x,l) )

thetac(i, i} = asin (afoli, i}

if (a(k,1) .gt. 1.9} afk,1} = 1.0
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c Spac:

le Coda in 177

=, o
8, n!
on(2)

et -

nfram
lenx

0O -

et -

£1ducl
astic
amp -

neamp
tamp

contr
sinag

libr
Tecan

savg
asavg
pem -
preon
avg,

Tau -
diapn
il
imag,
blape:
eph -

ephas

flact
obyi.

10OONNOaaNNONNND0NNEAAARDANARDNNNOO0NNONARANRON0AAQ

roval

heerr - srror in

- size of full image to be processed
2 - size of sub-lmages to be processed
, itlg, lar, od - used in PFT routize
used ia bispecrun estimazion

nimages, nfimagss - total numbar of object and flat-tiald lwages

o3 - a variable to limit the number of frames processed
~ segment size in x, leny - seguenmt size in y

BusegT - tatal number of segments = {2sleny~1)s{2sleny-1)
datanin, davamax - real muzbers used in the subroutine to read tits image

Fried's parametar

d2imags - tull 24 image

normalised apatial frequency

fttine(2), timad to to find execution time
drdcube - Gesiratched, Tegisterad datacube

be - flat-field datacube
. ussfit - surface it for images and their
pover spactrus of image; faurth moment

Fooi - noise paver spactrum,

~ noise corrected pover spectrum
~ Fourier mmplitude of tha abject

core(1000) - array used for corraiation of phasers of a particular frequency
count, cut, cutl, &nt2, csum, caunl - temporsry variable uaed in countiag

- contains contrast of the images
e - & sub-inage, wnoi - a sub-inage of noize
4 phasa values, phaer
- library of haming functions used in mosaicking
- raconstruction befare dividing by libr

simagsld, snoild - id form of a sub-image of object and naise raspectively
3¢, my, Xk, ut, utt - all used in aurface fit routins

= average intensity of a sub-image
- avarage of all savg’s

pex, 1 of bixp
- perpandicular component of unit anplitude phasors
6%, var - average, standard deviation and variance
Xortf’ function, taumar - its maximm valus

- bispectrun valu
* - smcotbed hoise filtar

o ~ long sxposure image

¥ - error in bispectrum

susber of phasers for s particular spet

1 freguency

xbigpm - mean bispactrum, nmbispm - normalised mean bispectrim
g - complex array use in FFT, finl - Fourier tranafom of long exposure image

e - unit amplitude phasors.

frain - Fourier trantorm of reconstructed image

ilenane - nage of flat-filad image
lename - zaxe of the objact file

reconfile - reconatructed filaname

- Frieds parameter for ail the segnents

Avexava of phasrr

integar on(2),n1,02,n4,if1g,ler,m,0

ingog:
iRz og

or k,kappa,len,leny,lc, lcomt
ar BXi,nfra,num,busegs,nizsges ntingas

paraneter (n=i28,ne128,niv18,02«18,nrTaxdl}

parang

ater (aimagasud?, arinages=188)

piw 3,141 832440}

integer ind{ninages)

real
real
Tenl
Tenl
real
resl
Teal
Teal
doubl

corr{1000), count, cut, eatl,cnt2, inageln,n) ,contr(nimagas)
datamin,datansx,contraat,aun, nsf(ni,n2),simage(nl,n2)
enoi(nl,n2} ,ban{n} ,n2),hanning(ni,n?} ,ftina(2},palnl,n2)
drdenba{m,n,ninages), fldcube(a,n,nfinagas) ,phasrr(nl,n2}
asfit(al,n2,ninages), qn(n!/2},phaer{ni/2-1), reconla,n)
msatit{nl,n2},sinageld(nlen2),kx(2,2) ,ax{n},n2},ay{n1,n2)
kx(4,n102) ,ut{4,nt+n2},utr{ni~*n2,4),1ibr{=,n} ;reinlal, n2)
mnoild{nisn?) ,aavg,snavg

e pracizion pem(nfxa) prcon(500), avg,atd,var,tau(ni,n2)

double precision taumax,nfilt(ni,nd),msp(ni,n2)
double precieion pnai{nl,n2),ncamp{ni,n2),snfilt{ni,nl},prod

doubl.
compl
compl
conpl

@ pracision famp(al,n2),linage(ni,n2),bisparr{22660)
%218 eph(1000} ,ubiapn(22660) ,umbiapn,bispm(22650,0¢ra)
ex~16 cg(n1,n2),fiml(ni,n2), epuaselni,n2}, freinln,n2)
ax caus, caual

character f1aufilenames80,cbjilananes80,racent ijenames80
character roval(228)%10

on{{)
on{2)
=

= ay
= a2
2

€ Datermine normalised spatial frequaney; call subroutine nf

call

nf{asf 01,02}

[ Normalised spatial fraquency usad in plots (z mxis)

do i
anli-
enddo

G Use 100% hanning function es woighting function in re-ssmmbiling

» ni/2+1,n1
n1/2) = paz{i,n2/2¢4)

€ the sub-imnges.

call

baning{hanhing,nt,n2)

€Y%  Cenerate Optimised Apidieation Windeu (Keller, 1999)

c Estipal
¢ to epo

call

te 20% hanning funcvion (Brault and Whits, A & &, 1971)
diza tbe sub-imaga

hn(han,ni,n2)

€ Convert the image into complex array; FFT is for complex array.

do k2
do

* 12
ki = &,n1

cglk1,k2) » caplx{ban{ki,k2),0)

[ Fourier transferm; includes sbifting by half the size of the array

c before

if1g=

and after doing tranaform. iflg=-i for inverse transform

-1

call hehift{eg,nl,n2)

call

FFTN(nd,nn,cg,iflg, ier)

call hehift{cg,ni,n2)

c Divide

the resnlt by toal number of elsments uhao iflge-

do k2 = 1,02
do xi = 1,1
cg{ki,k2) = cg(kl k2)/dble(nt*n2)
enddo
anddo

a

< intraduced by apodisation (Keller, 1899)

egln1/2+1,n2/2+2) = 0,
cg(n1/2+1,02/2) = 0.
eg(n1/2+2,02/2+1) = 0.
£g{n1/2,n2/2+1) = 0.

G Fouriar transform; sat ifigel for direct tramsform

if1g =+l

call hsnift(cg,nt,n2)

call FFTN(nd,un,cg,121g,ier)
call hshift(eg,0l,02)

aa

This is the optimum apodisation window.

dox2 =1,m
do ¥1 = %,n1
hanyt,k2) = real{cg(k1,k2)}
enddo

anddo

C  Estimags the munber of sub-images
lenx = m/ut

leny = n/22
nusegt = (2slenx-1)«(2slany-1)

Ferce firat Fourier componests to zero; raduces tha phase errora

Take out only the real purt; imaginary part will be zero Anyway.

o743 Cenaration of Optimised Apodisation Windov ands here

Wh

74 Get the input data 3. Object data cubs 2, Plar-fiesld data
/4 cube 3. Filsnmmas of Kortf’s functions for all the sagnents.

b3

wh
(a2

Resdiing object filas into m datacube; Use the input data Tile

objtilecames’. . /drdeucbjlo.fits’
call readhesderplusimage{ob)fil drdcube , datanin, datamax)

hers.

c Readiing f1at field-files into a datacube; Use flat-fiald filas hers.

flatfilenames’,./f1dcuodii.rits’
call roadheaderplusimage(flastilentne,tldcubs, davanin, datasax)

[ Rend the f1ls containiug names of Korff's functions to be
c used for amplitude calibration of esch subimage or sagment.

open{1l,file=’ .. /friadobila’}
read(12,%} (rOval{i),iwl, nusegc)
closa(12)

C7%  Reading the input data ends hare

trast, salect good/bad frames for recenstruction

< Eatimate contrast of the images to select good/bad trames

do 4 = i,nimages
d6 k2= t,m
do ki =1,n
imaga{x1,k2) » drdcube(ki,k2,1)
enddo
endda
call findzharp(image,m,n,contrast)
contr(i) = contrast
enddo

[+ Sort in ascending or descending order sc that Tirat ’'nfra’ bad
c good frames can be chomen; Uss .gt. or .lt, in the mubroeutine a

c for aslecting bad or good frames Tespectively.

eall mert{contr,ind,ninngen)

or
ort

C4%  S8election of best framaa ands hera

€ Segmentation starts here la:la+15,1b:1b+15 is anegments

ic=0
leount = 0

€ For each segment repeat the folloving

[~ Eatimation of tha sun of Pewer Spectrun ond bispectrum of
Ci% a sub~image starts hers, (do locp in the following lina).

wh
wh

do nuseg = I,nusegt

if (lcount .gs. 2+lenx-1) than
lcount = lcount-(2+lanx-1)
lc = lerl

engif

1a = lcounts{n1/2)+1

1b = ler(a2/2)+1

icount = lcountst

€ Inltialisa ell the arraya

do k2 = 1,02

do ki » {,nl
limaga(xi,k2} = O
azp{ki,k2) = 0
proi(xi,k2) = 0.
pelkl,k2) = 0.
ephage(ki,k2) v 0
phasrz{xi, x2) = O
enddo
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aa

oan

<

ao

endde

do 1 = 1,22660
do § = 1,nfra
biapn(t,j} = 0
eaddo
enddo

asavge0.

Ropeat tha following for mll the frames.

doi =1, nfra

Read n sub-image frem the datacube drdcuba,

do k2 = 1,n3
do k1 = 1,n1

aimage(ki,k2} = drdcube(kl+ln-4,k2+1b-1,1nd(1))
esdda

Find the avernge valus.

anvg = 0.

do k2 = 1,n2
do ki = {,nt
savg = mavgraimaga(ki,x2)
anddo

anddo

savg = savg/float(alend)

Add the averages and preserva them, Use the avarags of averages
to multiply the final reconstruction.

asavg » asavgrsavg

Divide by averaga valus to account for sky brightness variatioms.
Convert into a 10 array

nkk = {
do ¥2 » 1,n2
do ki = §,n1
simage(ki,k2) = simage(ki,k2)/savg
Bimagaid(nkk) =aimage{kl,x2)
nkk « mkk+1
enddo
enddo

Fit & bilinear £it of the form O+alex+alvy+aduxvy
kx contains co-efficients a0,a1,a2,83; fitter surface is
couverted into 1D again; simageld is the fit in 1D

call aritdd(aimageid,ni,n2,ax,ay,ut,utt,kk, kx)

Convert tha fitted 1D array to 20 surfaca; subtract it from the subimege.
oKk * §
do k2 = 1,22
do ki = 1,nf
s8fit(kt,k2,1) = aimagald(nkk)
aimage(cl Xx2) = simaga{iki,k2)-ssfiv i, k2,1)

nkk = nik+{
anddo
enddo

Hultiply by optimum mpodisation windov; add the images to obtain

a0 squivalent long sxposurs imaga; covert tha array into complex
€ as FFT vorks for complex array

do ¥2 = 1,02
do ki = 1,n1
simage(ki,k2)=sinage k1, k2) shan(i1,k2)
limage(kl,k2) » limaga(ki, k2)+simage (x1,k2)
gl ¥2) = explx(simage(x1,k2),0)
endda

anddo

Do Fouriar transform; use hohift before mnd After transform.

1f1g « +1

al} hahift(cg,ni,n2)

call FFTN(nd,nn, cg, i1g, ler)
call nshiftlcg,nl,n2)

c Estima:

pouer =mpectrum

do ¥2 = 1,01
do ki = 1,n1
prad = abs(cg(il,k2))eabs(cg(k1, k2))
amp(kl,x2) = amp(k1,k2)+prod

Bizpectrun calculation starts hers

First aleng positive spatial frequency axis; i.e,, f_x directien;
k=1
do ri = p2/2-1,1,-1
ent » (ri-(02/2¢1)+(ri+-ine((rie1)/2)92))/2+(22/2)+1
do j1 = n2/2,anc,-1
bisplk,i) = bispn(k,1)+
cgln1/2+1, j1)veglnt/2+1, ris(n2/2+1)-§ 1) sconjg(cglnl/2+1,xi))
ko= x+1
enddo
endda

Next along positive spatial fraquency axis; i.a., f.y direction;

do ei = n1/2-1,1,"1
ent = (ed-(n1/2+1)+(civi-int({ci+1)/2¥2))/2n1/2%1
do 11 = ni/2,cnt,~1
biapmk,i)= bispm(x,i)+
& cg(i;,ni/zﬂ)tcg(:irnl/ﬂ'&-il,nﬂ/l*i)':onjg(cg(:i.nﬂ/ﬁ‘i))
¥ow xel
endda
endda

Nou in louwer left half of the Fouriar plame

do et = n1/2,1,71
de ri = nd/2,1,7t

cut » {ei~ (n1/2+1) + ({ei+1)-inr{{ci+1}/2)*2}}/2+(n1/2+1)
da i3 = nt/2¢1,ent, -t
catl ® rie(it .ge. ({ei-(al/2+1})/2)+n1/2+1) +
{(ri-(a2/2+8) +{{rir1)-ine{(riv1}/2)#2)} /24n2/ 241} %
E (i1 .eq. ({ei-(a1/2¢1))}/2)#n1/2+1)
do j! = n2/2+1-{i! .eq. n1/2+1),entl,~1
bispm(k,1) = bispm(k,{)+cg(is,ji)e
] cglciml/2+1-11,rin2/2¢1-j1}w
conjgleglei, ri))
X = kel
endda
eaddo
enddo
enddo

Now in louer Tight balf of the Fourier plana

do ei = n1/2+2,nl,1
da ri = n2/2,4,-1
ent = (ci-(n1/2+1}~({ci+1)-int({ci+1) /2)%2)}/2+n1/2+L
do i1 = ni/2+1,enc,l
cntl = xiu(ii .ne. ({ei-(n1/2+1))/2)+al/2+1) +
(ri=(2/2+1) +{{rir1)~inv({ri+1)/2)%2)}/24n2/2+1}%
(i1 .mq. {(ci-(nl/2+1})/+n1/2+1}
do §1 = n2/2+¢i=(41 .aq, ui/3+1),cntt, 1
biapm(k,i} = bispm(k,i)+cg(il, 1)+
cglei+nt/I+1-31,rind/2+3-31)%
M conjgleglel, i)}
X = kes
enddo
enddo
enddo
enddo

Along first column in uppar left half of the Fourier plane

el w1,
do ri = n2/2+2,n2
do 11 = ni1/2+1,{Cei-{nt/2+1}}/2}mi/2+1,1
ent2 = rix(it .ne. ({ci-(al/241)}/2)+n1/2+1)+
({ri-(n2/2¢1)=C(r141)-int ((ri+1)/2)22)}/24n2/241)x
(i1 .eq. ((ci~(R1/2+13)/2)+n1/2+1)
do 31 = n2/2¢1+(i1 .eq. (n1/2+1)},cut2
biapm(k,i) = bispm(k,1)+cg(iL,ji)+
cg(cisn1/2+1-11,7i+n2/2+1-31)*
conjgleg(ci,rl))
X = X+1
anddo
enddo
anddo

"

Print k hara to find total bispactrum values; prints,k

Avarsgs over the frames enda hers
enddo

[5174
ct

Eatination of the sum of Power Spactrus and bispectrum af %k
a sub-image ends hexe. (do lacp in the previous lina). 14

a

Estimate mesn blspectrum and

of aach rpandi

to the direction of mean.

do i = 1,k-1
moispm(i) = 0.
do j ® 1,afra
mhiapa(i) = mbispm(i}+bispali,3)
enddo
mbispm(i) = mbimpn{i)/real{nfra}
mmbispm= mbispm(i)/abs{mhispm{i}}
do j = L,nfra
pem(j) = imag(bispm(i,j)Iereal (ambispm) ~
& real{bispm(i,]})+inag(ambizpa)
enddo

wrel

Estimata arror in bispectrum (Busher, 1989},

c Error in biapsctTum is dsfined as variance of perpendicular component
c divided by absolute value of bispsctrun times aquare root of numbsr of
c frames { for larga number of frames; Busher, 1989,

call stdevrid(pcm,nfra,avg,atd)
bisperr{i) = stdestd/{abs{mbispn(i))ssqrt(raaliafra) ) )
endds
€ Estimate the avarage of eatmated bilinear surface fits of all vha frames,
do ¥2 = 1,n2
do ki = 1,51
maatic(il,x2) =0
do i = i,nfra
maafit(ki,k2) = mesfiv(ki,k2)+asfit(ki,k2,1)
enddo
masfit(k1, K2} » assfit(ki,k2)/real(nfra)
endde
enddo

€ Estimate the avarage pover-spectrum of flar-field imaga fellowing

€ the similar procedure to that of the abjectT.

€ Repeat the following for ll Tha flat-rield images

CiL Estination of som Noisa Pover Spactrum from Flat-field k33

Ci%  images starts hers. {do loop in following line) 23

do i = 1,nfinages
Extract the sub-image from tha flat-fisld image
do k2 = 1,87

do k1 = 1,n1

anoi(k1,k2} = fldcube{klrlm~-1,k2+1b~3,1}
endda
anddo

Estimate the avarage

do & = 1,n}

avg = avgranai(ki, 2y
auddo
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<

[

[

anddo
avg = avg/float (n1+n2)

Divide the sub-imaga by the averaga; cemvert into iD array

nkk = 1
do k2 = 1,n2

do i = 1,n1

snoi{k1,k2) = snoi(x!, k2)/avg

enoiid{nkk) =enailkl,x2)

nkk = nkicel

ondde
enddo

Estimate and aubtract bilinear fit
eall afi£2d(snoild,n1,n2,ax,ay,ut,utt, ki, ke

ok = 1
da X2 = 1,82
do XL = 1,01
Bnoi(k1,k2) = snoi(kt,k2)-snciid(nkk)
nik = kel
enado
euddo

Hultiply by optimum apedistion vindov; convert inte complex array for FFT

do k2 = 1,n2
dn k= 1,y
snoi{kl,¥2}xsnod(k1,¥2)*han(ki,k2)
cg(x1,k2) = cmplx{snoi{kl,¥2),0}
enddo

endda

Estimata Fouriar tranaform (FFT}

if1g = +1

call hahift{cg,nt,n2}

call FFTN(nd,un,cg,if1g,dax)
€all bshift(cg,n1,n2)

Estimate the pover spectrws; it ia equivalent to nolas pover spactum

do k2 * 1,02
do ki = {,n1
prod = aba(cg(kl,x2))%abs{cg{ki,k2})
pooi (ki,x2) = prod(k1,x2)+prad
enddo
enddn

Avernge ovar flat-field images anda hars

enddo

L4
274

Estimation of sum of Noise Pover Spectrum from Flat-field

imeges onda here. (do loop in previous line)

[+

Eatimation of Pourier amplitudes of tha object from tha
uvernge power spectrum of The images starts here;

c

do k2 = 1,n2

do xi =101
amp(k1,k2) = amp{¥1,¥2)/real{ntra)
1imaga(k1,k2) = limage(ki,x2)/reallntra)
2im1{k1,%2) = cmplx(limage(x1,k2},0)
paoi{ks, X2} = pnoi(xi,k1)/renl(ntinages)
ncanp(ki,k2} = amp(ki,k2}-puoilkl,k2)
if (meamp(icl,k2) .1t. 0} neamp(xi,k2) = 0.
enddo

enddo

Rend the Karff’s function for the megment and moTmalise it

open(16,f1ils wrlval(nuseg)}
read(16,») tau 10! {{zau(ks, x2),ki=1,n1) k2=1,02)
clone{15}
open(11, file=’ junk*)
write(12,#),cau
closa(12)

Selact the maximum value and uze it for normalisation
taumex * tau{ni/2+1,n3/2¢1)

Wormalise the Korff’'s function
Estimata the noise filter (Brault and White, 1971}

do k2 * 1,02
do X1 % i,n8
tau(il,k2) = tau(k1,x2)/taunax
if (uaf(ki,x2) .1t. 1.} then
nfilel{ki,X2) = ncemp(ki,x2)/amp(k1,k2}
alse
nfilelk,¥2) = 0.
andif
enddo
anddo

Smooth the noisa filtsr by 3 pixels; i.e., sach pixnl in

average of itself and surrounding & pixels; leave the adgas.

do k2 = 1,n2

anfilt(1,¥2) » nfilt(1,k2}
snfilt(ni,k2) = afilt(al, k2)
enddo

do k1 = 2,n1-1

snfile(x1,1) = afilt(ki,1)
snfilc(ki,n2)= nfile(ki,n2)
enddo

do k2 ® 2,n2-1
do ki = 2,n1-1
snfilt(kl, k2) = (nfile(ki-1,%2-1)+ntile{kl, k2-1)

~e

nfide(ei=1,k2r1)+ntile(kl,k2+1) enfile (ki el k2+41))/9,
snddo
enddo

Divide by Xortf’a function if ita value is less than le-3.

+nfide(ki+l,k2-1)+nride{kl-1, k) +utile (i, k2) sntil e (kird, k2D+

Take the square root and multiply it by the amoothed nose filter.

€ The remulting array 'famp’ is the Fourier amplituda of the object.

do k2 » 1,02
do k1= 1,01
if (aef{k1,k2) .1z, 1.) then
if (rau{k1,¥2) .gt. fe-3) then
famp(ki,k2) = sqrt{amp(kl,k2}/taun(ki,k2))ssnfilt (ki ,k2)
alsa
amp{ki,k2} = aqrt(amp(xl,k2))=entils(k1,k2)
endit

else
famp(kl,k2) = 0.
endif
anddo
enddo
Cl4  Estimation of Fouriar amplitudes of the object from the WA
Cf%  average pover spectrum of the images ends hers. 71
[>4] Phaze eatimation fTom the mverage bispectrum of the images 4
C4%  uming phase consistency Zilter starts hera, w4
c Eatimate the univ smplitude bispsctrum valuss for phase estimation
do i1 % 1,%
1? {abs{mbispr(i1}} .na. 0)
& mbispm(il} = mbispm{il)/abs{mbispm(i1))
enddo
c Estimste the Fourier transform of mverage short axposure image
ifig = +1
call hehift(fiml,nl,nZ)
call FFTH(nd,5n,?ind,1?1g,ier)
call hshife(fiml,ni,n2)
€ Phass at the origin is zera
ophase(nl1/2+1,n2/2+1) = cmplx(t,0)
€ Usa izs phase for the smallest Fourisr component. {init{al cendition)
sphase{nl1/2+1,n2/2)=timl(n1/2+1,02/2}
& /mbs{fiml(ni/2+i,n2/2))
aphase(n1/2+1,n2/2+2}=L{nl (n1/2+1,02/2+2)
& /aba{fiml{n1/2+1,n3/2+2))
aphasa(nl/2,n2/2+1)=inl(n1/2,n2/2+1)
k /abs(fiml(a1/2,n2/2+1}3
ephase(n1/2+2,12/2+1)einl (n1/2+2,02/2+1)
& /abs{fiml{n1/2+2,22/2+1))
c Initialisa phase conaistency filter
pc(ni/2+1,02/2+1) = 1
pe(ni/2+2,02/2+1) = 1
pe(ni/f2,02/2+1) = 1
pe{ni/2+1,02/2+2) = |
pelai/2+1,02/2) = 3
¢ Estimate unit smplitude phasors along . axis
P
do ri = 02/2-1,1,-1
ant = (ri-(02/2¢1)+(ri+1-ins{(ri+1)/2)#2})/2+(n2/2)+1
appa = &
c Include phass consistency filter in phase estimation
do i1 = 02/2,cnt, -1
X o= ket
aph(k-kappa) = pc(ni1/2+1,31) vephare(nl/+1,j1)=
k& pclni/2+1,7i+(n2/2+41)=j1) sephanalni/I1+1,1is(n2/241)- 31w
& conjg{mbispn{k-1)}
enddo
€ Estimatn corrslation of each phamor with its countarparts
do ki = 1,(n2/2+1}-cnt-1 +1
corr(kl) = 0.
do km = 1,{n2/2+1)-cnt-141
corx{kl) = corr{kl)+abs{aph{xl)+eph(im})/2.
endda
corr(kl) = cerr(kl)/(real(n2)/2.-cnt+1.)
enddo
< 1t the numher of for a given fraguency in
c mora than one, remove those which are less than 0,76 times the
< average caorrelation co-sfficient and find the average of tha rest.
it ((x-¥appe) .gT. 1) then
avg » 0
do 11 = 1,k-kappa
avg * avgtcorr{l1l)
enddo
avg = avg/{k-kappa)
caum = 0.
count » 0.
do 11 = 1,k-kappa
if (corr{li) ,gt. 0.75eavg) then
count = count+i.
caum w caunteph(1l)
endit
enddo
caum = csum/couat
if (abs{csur) .ne. ) then
csuml = caun/abs (ceum)
alsn
csumt = &
endit
ephana(n1/2+1,1i) = caumi
[ Estimate the phase error following Busher (1989}

count = 0.
do 11 = 1,k-kappa
if corr(li) .ge. 0.76=avg) them
comnt = countei,
nreom{count) = imag(eph(ll))ereal(cmumi)-
-anl{aph(11))(inag(coumi)}
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o

endift
enddo

If number 6f estimstes ia unity then phase errer ia zars
Actually there ia no meaning in estimating lt.

it (count .eq. 1) then
phaerr{(nl/2+1,ri) = 0.
alse

If nurber of components ia mora than ome, estimate phass
error (Busher, 1982); Also eatimate phase comsistency filter.

do 11 = 1,int(count)
avg ® avgrpreom(11)
sndde
avg = avg/count
var = 0.
do 11 = 1,int{count)
var = var+(preom(11) -avg)+(preen(ll)-avg)
enddo
var = var/(int(count)-1.}

if (abs(csum) .ne. 0)
pheerr(ni/2+1,ri) = var/(abs(csun)»aqrt(coumnt))

endif
alze

ceum = eph(t}

ephasa(nl/2¢i,ri) = coun/abacaun)
phaerr(u1/2e1,1i) = 0.

endit

Estimate phase consistency as absolute value of the sus of all the
phass astimates corraspoinding to & point in the Fourter dowain; Thoss
vhich are significantly different from their counterparts ars neglected.

pelnt/2+1,r4) = nbalcaun)
endde

Estimats unit anplitude phasors along f.y axis

do ci = ni/3+1,1,~1
cnt = (ci-{nl/2+1)+(civl-Int{(cir1}/2)»2) )/ 2401/ 241

kappe = ¥
Tnclude phase consistency filter in phase estimation

do 11 = p1/2,cnt,-1
X = ke
oph{k-kappa) = pc{ii,n2/2+¢1)wephane(il, n2/2+1}+
& pelcirni/2+1-11,02/2+1)sephasalci+nt/2¢1-11,02/2¢1)%
t conjg(mbispmik-1))
enddo

Estimate correlation of aach phasor vich its counterparts

do k1l » 1,n1/3+i-cnt-1+1
corr{kl) = 0
do ¥m » 1,n1/2+i-cnt-iel
corr(kl) w corr(kl)+aba{eph(kl)+aph{km))/2.
enddo
corr{kl) = corr(xl}/(real{n1)/2+1.-cnt)
snddo

It the number of eatimatas for & given frequency componeut is
more than aps, remove those which are less than 0.75 timax the
average corralation co-efficieot and £ind the average of the rest.

it ((e-ksppa) .gt. 1) then
avg = 0
do 11 = 1,k-kappa
avg = avgrearr{ll)
enddo
avg = avg/(k-kappa)

csun = 0,
count = 0.
do 11 = 1,k-kappa
if (eorr{li) .gt. C.75wavg) then
count = count+l.
csup * caumteph(ll)
ondit
anddo
csum = csun/count

if (abs(csum) .ne. 0) then
caumi * coun/abs (csun)
alse
csum = 0.
endit
aphase{ci,n2/2+1) = csuml

Eatimate the phmse error folloving Busher (1989)

couat = 0.
da 11 = 1,k-kappa
if (corr{ll) .gt. 0.7Beavg) them
count = count+l.
preon(count) = imag(sph({11))vreal{emumi)-
& real{sph{i1})*{imag(cauml}}
andi?
anddo
1t (count .aq. 1) then
phaerr(ci,n2/a+1) = 0.
alae

do 11 = 1,int{count)

avg = avgrpreon(11)
ezddo

avg = avg/count

var = 0.
do 11 = 1,int{count)

var » var+(preon({11)-avg)s (preom(il) ~avg)
anddo

var = var/(int{count)=1.)

1f (aba(csun) .ne.
& phaerz(ci,n2/2+1)
andif

)
= var/(abs(cauz)vaqre(couatd)

o

elso
csum » eph(1)

ephaze(ci, n2/2+1) x caum
phierr(ci,n2/2+1) = 0.
endit

Eatinate phase comsistency as absolute value of the sum of all the
phass satimates correspoiuding to a point im tha Fourier domain; Those
4hich are significantly different from their countarparta are neglected.

pelel,n2/2+1) = mbs(caum)
enddo

Eetimate the phasor in negative f_x axis and negative f.y
axis using hermitial synmetry

do 4 = n2/2¢2,n2
ephass(ni/2+1,1) = conjg(ephass(ni/2+1,02+2-1))
phaerr(a1/2+1,3) ~ ponerr(ni/2¢1,02+2-1}
Pe(n1/2+1,1) » pe(ni/a+t,n2¢2-1)

enddo

do i = n1/2+42,n1

ephasa{i,n2/2+1) = conjg(ophase(ni+2-1,02/2+1})
phasrr(i,n2/2+1) » phaerr(nt+2-1,22/2¢1)
peli,na/2+1) = pe{ni+2-1,02/2+1)

enddo

Phase estipation in lover left half of Fourier plane

do et w n1/2,1,-1
do ri = 02/2,1,-1
ent = (ci- (n1/2¢1) + ({ci+1)~ine((eiv1)/2)D))/:(n1/2+1}
appa =

Eatimata the numbar of phass estisates at & given peint.

nun « O
do if * n1/2+1,cat,~1
ot = rie(il ne. ({ci-(n1/2+41))/2)4n1/2¢1) +
{(ri- (n2/2+1)+ ({rir1}-1n((ri+1)/2)92)) /202/241)
(i1 .eq, ((ci~(n1/241))/2)+n1/2+1)
bum = (p2/2¢1-(41 .aq. (n1/2¢1)}-cntl+i)+num
endda

tency filter

Estinate tha wit phasors using phase cons

do 11 = n1/2+4,cnt, =1
cnti = ri« (i1 .ne, {(ci-(a1/2+1)}/rn1/201) +
((ri~(a2/2+1) +((zi*1}~int{(ri+1)/2)€2)}/2+n2/2¢1)%

&
x (11 .aq. {(ci-(ni/2¢1))/2)+n1/2+1)
do ji = p2/2+#1-(il .eq. ni/2+1},entl,=1
X o=l
epn(k-kappajs peli,fi)vephasa{il,jil»
x poleitnl/2+1-it,ritnd/2+1-31) »aphasa{cil/2r1-11,
L ri+n2/2+1-j1)»con g mbicpu(x~1}}
enddo
enddo

Estimate the correlation function for sach phase astimats.

do x1 = 1,num

corr(xl) = 0

do ¥m = {,num

corer(¥1) = corr(xl)+abe(eph{rl)veph(im)}/a.
anddg

corr{xl) ® corr(xl)/real(nun}

anddo

ates is more than one then omit thase

It tha number of

ohich are lesa than 0.75 times the mean corralation ccefficlemt.

1f ((k-kappa} .gt. 1) then
avg = 0.
do 11 = 1,k~Xappa
avg = avgrcorr(11)
4o

ond
avg = avg/{k-kappa)

coum = 0.
count = 0.
da 11 = 1,k-kappa.
it (corr(l1} .gt. 0.7Ewavg) thes
count = count+l.
caum = couwmtaph(11)
endif
enddo
caup = cmmn/count

it (abs(ceum) .na. O) then
cswsl = caun/abs{csun)
elsn
cauml = 0.
endit
ophase(ci,ri} = csual
¢ Estimate the phasa arror follnwing Busher (1988}
count * 0.
do 11 = 1,k-kappa
i (corr(il) .gt. 0.75=avg) then
count ® count+l.
preom{count) = inagCeph(l1)}vreal(couni)-
£ Teal (aph(11)) = (imag{crumi})
endif
enddo
1f (count .eq. 1) them
phaerr{ci,ri) = 0.
[Ar
avg=0.
vares,
do 11 = 1,1nc{comt)
avg « avgrprcoa(ll)
enddo
avg = avg/connt
var ¥ 0.

4o 11 = 1,inc{comt}
war = vare{prcoa(ll)-avg)e (precalll)-avg]

endds
var = var/(int{comt}-1-}

it (absfcamm} .n2. 0}
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3 phaerr(ci,ri) » var/(abs{csun)smqre{counc))
)

enun = oph (1)
epbasa(ci,ri) * caum
phaerr(ci,xi) = 0.

endit
C  Esvimate phuse consinCancy as absolute valus of the sum of all the
< vinates corraspoinding to a point in the Fourier domain; Those
C  uhich aTe significantly different from their counterparts are meglected,
pelei,ri) = abs(esum)
enddo
enddo
[ Panne aatimation in lowsr right half of Fourier plana
@ ci ~ n1/2+2,01,1
do 7i = 12/2,1,-1
ot = (ci-(1/2+1)~((civ1)-inn((civ1}/2)#2))/ 2401/ 21
xappa * ¥
[ Estizate the number of phase estimatss at a given point.
nun = 0
do i1 = n1/2+1,cm8,1
entl = xis(it .ne. ({ci-(n1/2+1))/2)wn1/2+1) +
& ((ri-(n2/2+1)+({rir1)~Int{{ri+1)/2)+2})/2402/3¥ 1)
13 (i1 .eq. ((ci-(n1/241))/2)+nl/241)
nuz = {n2/2+1-(i1 .eq. (n1/2+1)}-cntli+l)+num
enddo
c ® the unit phasors using phaze camsistency filter.
do i1 = n1/2+1,cnt,1
entl = rix(it .ne, {(ei-{n1/2+1))/2}+nl/2+1) +
3 ({ri-(02/2+1)+ ({zd+¢ 1)t rir1)/2)22))/2e02/2% )0
3 (1 .eq. ((ci~(n1/2+1))/2)+n1/2+1)
do ji = n2/241-(i1 .eq. n1/2+1),entl,-L
X o=kl
eph{k~kappa) = pc(i,j1)sephasa(il,j1)e
€ pelci+nl/2+1~41,7im2/2+1- 1) vapharalciml /2+1-41,
k ri+n2/2+1-31) sconjg (mbinpmik-1))
enddo
enddo
4 Estimate ths correlation function for each pha
do Xl = {,mum
corr{xl) = 0.
do kn # 1,nun
corr(kl) = coxr(kl)+abs(aph{kl)+aph(im)}/2.
enddo
corr(kl) = corr{kl)/real{nws)
anddo
c It the mumber of esvimates is more than ane then amit Thoss
2 € which are less thau 0,75 times Tha mean correlation coefficiant.
if (Cx-kappa) .gt. i) them
avg = 0,
do 11 = 1,k-kappa
avg = avgreorr(11)
anddo
avg = avg/(k-kappa)
caunm « 0,
count = 0,
do 11 = 1,k-kappa.
if (corr(ll) .gt. 0.75savg) then
count = gount+l,
caum = csum+eph(l1)
enait
enddo
caum = caum/count
it (abslesun) .ne. 0) than
caunl ® csun/ab(csum)
olze
caunt = 0.
andit
ephane(ci,ri) = csuml
c Estimate phasa error following Busher (1989}

count = 0,
do 11 = 1,X~xappa
it (corr(11) .gr. 0.75-avg) Than
count = gount+l.
preon{count)  imag{aph(11))ereal(csuni)-
E xeal(aph(11)}e (imag(zeuml))
endif
enddo
42 (count .eq. 1) then
phaerr(ci,ri) = 0.
alse

do 11 = 1,1at{ceunt)
avg » avgpreomtil)
enddo
avg * avg/count
var = 0
do 11 = 1,1nt{count)
var « var+(preom(li}-avg)*(prcem(li) -avg)
anddo
var = ver/(ing{count)=1,)

i? (sbs(csus) .me. 0)
phmerr(ei,ri) = var/(abs(caum) »sqre{count))

coum = aph(1)
aphase(ci,ri) = coun
phaorr{ci,ri) = 0.
endit

C  Eacimate phase consistency as absoluts value of tha sum of all the
C  phase estimates corrempoinding To a point in the Fourier domain; Thome
€ vhich are significantly different Trom their counterparts are neglected.

c

a

pelei,xi) = abg(caum)
enddo
enddo

Phase estimation along first column ix upper left half plane
ci= 1.

do.xi = n2/242,22
kappa = &

Estimate the nuwber of phase sstimates.

num = 0
do 13 = 01/2+1, ((ci~(n1/2+1)3 /2 +nl /241, -1
ent2 = rix(il .na. (Cei-(nl/2+1))/2)+01/2¢1)+
& Clri=(n2/2+1) - {(Ti+1) ~int ((ri+1}/2)+2)}/2+02/ 24 1)%
I (il .eq. ({ei-{n1/2+1))/2)+m1/2+1)
wum = ent2-(nd/2+1+(i1 .eq. (ut/2+1)))+1+nun
anddo

Estimate vhe unit phasors using phase consistency filter.

do il = n1/2+1,{(ci~{n1/2*1)) /2)+ul/2¢1,~1
entd w riw(il .ne, ((ci-(n1/2+1})/2)+n1/241)+

& ({ri-(n2/2+1) ~((xi+1)-int { (xi+1)/2)+2))/2+n2/2¢1)%
X (i1 .eq. ((£i=(n1/2+1})/2)41/2+1)
do j1 = n2/2+1+(11 .eq. (nl/2+1)),cnt2

X o= et
aph{k-kappa) = pa(i1,]1)«sphama(il,ji)»
peleianl/2+1-91,ri4n2/2r1-31) sephane(cimi/241-11,
rien2/2+1-j1)wecen jg{mbinpm(e-1))
endda
aaddo

e

Estimate the corZelation co-sfficient for each phase ectimate

do X1 = 1,mm
corr(kl) = 0
do kn = 1,num
corr(kl) ~ corx(kl)+aba(aph(ki)+sph(kn))/2.
enddo
carr(kl) = corr(kl)/real(aum)
enddo

If the number of astimates i mora than one thenm omit Those
vhich are lass than 0.75 times the memn correlatjion coefficient.

if ((k-xappa) .gt. 1) then
avg = 0,
do 1{ = 1,k-kappa
avg = avgieorr{11)
endda
avg = avg/ (k-kappe)

coum = 0,
count = 0,
do 11 = 1,k-kapps
1t (corr{l1) .gt. 0.75+avg) then
count = count+i.
csun = caumtaph(11)
endit
enddo
csun = caun/cownt

if (abalcoum} .ne. 0) then
causl = caun/abs(csuz)
olae
count = 0.
endif
ophaga{el,xi) = coumi

Estimate the phase error following Buacher (1989).

zaunt = 0.
do 11 = 1,k-kappa
1f (corr(l1) .ge. 0.7Swavg) then
count = count+l,
preom{count) = imag(eph(11))vrenl(csunt}-
& real(eph(l1)) = (imag(csuni))
endif
andda
it (count .aq. 1} then
phaarr(ci,ri} = 0.
alse

avg=0.

var=).
do 1% = 1,int(couat)

avg * avg+prcom{11)
enddn

avg = avg/count

var =
da 11 = 1,int(count)

war = var+(prcem(11)-avg) «(preon(ll) -avg)
enddo

var = var/{int(count)-1.)

if (abs(caum) .ne, 0)
phaerr{ci,ri} = var/(abaCcgun}seqrt{count))

endir
alae
csum = eph{1)
ophasalci,ri) = caun
phaerr(ei,ri) = 0.
endif

"

Estimatve phass consistency as absolute value of the suy of all the
phass estizates corraspoinding To a point in the Fourier domaln; Those
vhich are gignificently differant from theil countsrparte Ara meglected.

polei,ri) * aba(csum)
endde

Usa hermitian synmetry to estimate phass at remaining pointa in
the Fourier plane

do i = 2,21

do § = 22/242,n2
ephase(i,j) = conjg(ephase(ni+2-i,n2+2-3))
phmerr(i,j) = phaarr(ni+2-i,n2+2-3)
peli,j) = pear+2-i,n2+2-3)

enddo
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enddo

ChY
¢4

Phuse estimation from the avarage bispactrum of the images
using phase consistency filter ends hera.

o

Azimuthal average of phszm arrors.

do 4 ® 1,n1/2~;

if €qa(i) .1lt. 1) then
sun = 0,
num = 0
do X = 1,02
do § = 1,n1
i (nsf(j,6) .gv. qu{i)) .and. (n8f(],k) .la. qu{i#1))) then
sum = swasphaerr(l,k}
oW e mumed
endit
enddo
enddo
sum = sum/float (qum)
phaer(i-1) = sum

apdif
endde

Reconstrustion of ningle mub-image, Reconstruction of complete %%
W

inmge uaing vaighted ra-

embly starts here,

Fare complex arrey of nwnbers with Fourier amplitudes and phazes.

do k2 = 1,02

do X1 = 1,n1
freim(k1,k2) = famp(k1,Xx2)*aphame(k?,k2)
enddo

Perform Inverae Fourier trangform

&

iTiga-1
<ull hehitt(freim,ni,n2}
call FFTN(nd,an,freim,iftlg, ter)
call habift(freim,al,n2)

Since iflg = -1 divide the Fourler transform by nunber of elemente

40 k2 = 1,82
do ki = 1,01
freim(ki,k2) = fraim(ki,k2)/dble{ni«n2)
enddo
enddo

Reconstructed image; Imaginary part is almest zero; o omit it

do ¥2 = {,n2

do &1 = 1,n1
raim(kl,k2) @ real(freim(ki,k2))
enddo

enddo

Fiad average intensitiss of all the frames
asnvg = msavg/res)(afra)

Divided by optimun apodimation vindow, add mean of all bilinsar
surface fits, and multiply by average (asavg)

do k2 = 1,n2
do ki = t,a1

it (han(x1,k2) .gu. 0.2) then

reim(kl,k2)= (raim(ki,k2)/dblo(han(k1,k2))
+msafit(k],k2) ) sasavg

ratm(kl,k2)w((raim{kl, k2)) +manfit k1, k2) easavg
endif

enddo
enddo

Woighted re-assembly for the overlapping sub-images. Use
100 % hansing vindou for velghting. Store the welghting
function in m separate library *libr’.

da k2 = 1,2
do ki = 1,01
racon(ki+la-{,k2+1b=1) = racon{ki+la-1,k2+1b-1)+
Taim(k1,k2) «hanning(kl,k2)
1ibr(ki+la-1,k2+1b-1) = 1ibr(ki+la-1,k2¢1b~1)+hanning(k1,k2)
endde
endda

Processing for one segment ands in the following line; aTart maxt segment

endde

=1
(23

embly 4%
143

Reconstruction of complete image using veighted re-a
onds here,

10

<20

Divido the Te-asmembled image by the library ’'libr’.
Resulting inage is the mosaiced final reconstructien.

do k2 w 2,n-1
dp X1 = 2,m-%
recon(ki,k2) » recoa(xt,k2}/libr (ki,x2)

Save the mosaiced image (finasl raconstrnction) as fits file.

reconfilenaze = '../raconobjic.its’
printe, ‘uriting rits image’
call vriteinage2d{recontilaname,recon,s )

format(a30)
fornat(32(1x,e2.14))

timed = otime(ftima)
prints,’executian time iz ’, tize3
and

o

subroutine usinage (f1lename, inage,datanin, datanax)

Print cut all the header Xeyvords in all extansionz of a FITS file

integer status,unit,readur: blocksk X hdutyps,i
integer naxas{3) nfound,naxisl,naxis2,naxis3

integer group,firmtpix,nbuffer,npixels,dini,dind

real dacamin,datamax,nullval,buffer(i00)

renl image(s)

logical anymnil,anyt

character filenanev80,records8o

unit=9g
statusal
blocksizeai

open ths FITS fila, with readonly ar resdwrite access
readurites0 for readonly acces, 1 for readurite mcc
readvritest

call ftopen{unit,filensma,readvrite,blocksize, statyx)

contipus

Datornine the number of keyvords in tha headsr
<all feghep(unit,nkays,nepace,ntatus}

Resd aach 80-character keyword record, and print it out
do § % {, nkeys

call figrec(unit,i,record, statua)
and do

Priot out and END record, and a blank line to mark the end of tha he
11 {status .eq. D)then

print «, 7ENO’

print =, ¢
end if

try moving ta the pext extension in the FITS fila, if ir exists
cnll femrhd (unit, §,hdutype ,atatue)

if (status .eq. O)then
Buccess, so laop back and print nnt keyvords in this sxtensien
go to 100

elss it (sstatus .eq. 107)then
hit end of file, 20 quit
Print +,wasss END OF FILE wnaws?
staTus=0
call ftemag

and 1t

datersine the size of the image
call ftgknj{unit,’NiXIS’,1,3,naxes ,Afound,statua)

check that it found both NAXIS1 and NAXIS2 keyuwords

if (ofound .ne. 3)then
print +, 'READINAGE failad to read the NAXISm keywords.'
Teturn

and if

initialize variablas
npixelsvnaxes(1)snaxes(2)*nazes(3)
group=0

firatpie=1

nullval=d.o

datamin=: .0E30

datasaxs-1,0E30

dimi is the number of colunna, sama
diml = naxes(t)

dim2 = naxes(2)

naxisi » naxes(1}

naxisl » naxas(2)

naxis3 = naxes(d)

naxes (1}

do uhile (npixels .gt. 0)
read up to 100 pixels at a tize
abuttersnin{100 ,npixels}

call Tigpve (unit,greup,firatplx,nbufter,nullval,
3 buffar,anyoull,status)
find the min and max values
do i=1,nbuffer
datemin=min(datanin,bufter(i))
datapax=max {datamax,buffer(i})
end do

increment pointers ad loop back To read The mert group of plxsle
npixelzwmpixals-nbuffar
firstpizetirstpix+nbuffer

end do

print cut the min and max values
priat »,’Kin and max values in the image ara:’,datamin,datamax
call fegide(unit,group,sullval, dint,din2,oaxisl,naxisl,

:  maxis3, inage,anyt,status )

closa the fils, free the unit number, and erit
call ftelos{unit, status)

chack Yor any arrer, and if so print sut errar messages
if (status .gt. 0)call printerror(status)
end

subroutine printerror{status}

Print ot the FITSIO arror massages to the usar

integer starus
character orTtextx30,arrmesssges8l

chack it atatus is OK (ao erzord: if aa, simply returs
it (status .le. O}rerurn

get the tert string which describes the errer
call frgerr(status,arrtext)
print »,’FITSI0 Error Stacus w’,status,’: *,exrtert

read and print out all the error mesamges on the FITSID atack
cali trgasg(errmasange)
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do vhile (erTmessage .ne. * ') do § = 1,mxemy
Print ,erranssage zum v O,
call fignag{errmassage) dok = 1,4
and do sun » sumtputti(i,k)*utall,j)
ana enddo
kks(1,1) = sunm
VYA DA NN Y s ¥ YN A ) < Toey s snddo
enddo
aubrontine deletefils(filenane,status)
doi®1.4
c A simple little routine to delete a FITS fils do j= 1,1
aum = Q.
{nteger status,unit,blocksize do 1= t,mxeny
characters(v) filename sus = sun+kka{i,l)simagss(l)
enddo
c 2imply return if sratus is greater than zero xxaid(i) = aum
12 (status .gt. Q)retura enddo
enddo
¢ Got an wmged Logical Unit Number to use to open the FITS ?ile
1 call ftglou{unit, status) ie =1
do j= 1,2
[ try to open tha file, to sea if it exista doi=1,2
2 call ftopen{unit,filanams,!,blocksize,status) xxa(d,1) =xxstd(it)
it = iteg
it (status .eq. O)then enddo
c file vas apened; £o nov delate it anddo
3 all ftdelt{unit,ztatus)
else if (status .eg, 103)then doi = 1,1
c tile doasn’t axist, so just resat statua to zero and clear errora do § = {,nxeny
atatug=0 sum = 0,
4 call frensg do ¥ = 1,4
olas sun = gumt kxsid(k)euts(k,3)
3 thera wns soma other error opening the file; delste the fils anyuay enddo
statues) imagea(y) = sum
1 call ftcmag enddo
call frdelt{unit,sratus) anddo
end if
raturn
[ free the unit number for later reuss end
8 call frfiou{unit, atatua)
ond %
CRLBALLRA ARRERERAARRL SUBROUTINE ludenp(a,n,np,indx,d)
. INTEGER n,np,indx{n),NMAX
subroutine sfitld(images,nx,ny,axs, REAL d,a{np,np), TINY
E  aya,uts,utts,iXxs,kxs) PARANETER {NNAX=5Q0, TINY=1.0a-20)
INTEGER i,imax,j,k
intager nx,ny,indx{4),nkk REAL ammax,dum,awn,vv{NHAY)
Teal axa(ax,ny),ays(nx,ny) d=g,
real sum,purt{4,4),pucti{4,4) do 12 isi,m
Tenl d, xxn(2,2),kxa1d(4),xke(4,nxeay) aanax=0.
Toal images(nx+ny) do 11 §=1,n
real uss(4,nxeny) ,uvts(nxsny,4) if (abs{a(i,})).gt.aanax} aamax=aba(a(i,}})
11 contimus
do § = 1,ny if (aamax.eq.0.) pause ‘singular matriz in ludcmp’
doiwl,nx we(i)=l,/anzax
axs(i,j) = real{i)-i, 12 contimue
enddo do 18 j=l,n
enddo do 14 i=1,j-1
doi = l,mx sumea(s,§)
do j = i,ny do 13 ¥=1,i-1
nys(i,§) = reat(f)-t. aumeaun-ali,¥)ea(k,j)
enddo 13 contizue
endds ali, ) wsun
14 continue
dodi= 1,4 anmay=0,
do § = i,axeny do 16 i=j,n
uta(4,§)= 1a-20 surmali, §)
endde do 15 k=i, 31
enddo munesun-a(i,X)=alk,j)
15 continue
do i =1,4 ald,P=sun
nkk = 1 dumavy (i) wabs (sum}
do ) = i,y it (dum.ge aamax) then
do k= §,nx imay=i
aamax=dun
12 (i .eq. 1} then sndif
uta(i,nkk) » (axs(k,1)w={0))s(ays(k,1)=»(0}) 16 continus
slasif (4 .8q. 2) then if (j.ne.imax)then
ua(d,nkk) = (axs(k,1)es(0))=(aya(i,1}»s(1)) do 17 k=i,0
elaeif (4. eq. 3) then dun=s (inax,Xx)
uta(i,nkk) = Caxa(k,1}s(1))=(aya(k,1}e«(C)) a(inax,k)=a(j,k)
elze alj, k)=dun
uts{i,okk) = (axa(k,1}ee{1))«(ays(k )e=({1)) 17 contizue
andif d=-d
akk = nkirl wvCinax)evy(3)
enddo endit
enddo tndx{j}=imax
eadde 11(a(3,j).8q.0.a(j,}}=TINY
if (j.ne.nyzhen
do i = 1,0xeny dumat./ali,3)
do jwt,4 do 18 i=j+i,m
atts(d, ) = ueal,i) ati, })eali, j)edun
enddo 18 continue
enddo endit
19 continus
11 tormat(8{ix,14.7)) return
1 farmat{4(ix,121.14)) END
doi 1,4
do 3= 1,4
suz = 0. SUBROUTINE lubkeb(a,n,np,indx,b)
do X = 1,0zvny INTEGER n,up,indx(n)
aun = sumruts(i,k)uctalk, i) REAL a{np,np),blm)
anddo INTEGER i,14,3,11
putt (4,3} = sun BEAL sum
enddo 14=0
endde do 12 im,m
1lmindx(i}
do 1,4 sunsb (113
do s 1,4 b(21)=bC4)
purzi(i, i) w o, if (ii.ne.Q)then
enddo do 11 jwid,i-1
putedli i) = 1. sun=gum-ai,1)+b (3}
enddo 11 continue
elss if (sum.ne.0.) then
=i
call ludemp(putt,4.4,indx,d) endif
doj =1,4 b{i)=sun
call Lubksb(putt,4,4,indx,puteifl,j)) 12 continue
onddo do 14 iwm,1,-1
sumsb {1}

doi=1,4 do 18 jwit1,n
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sun=sum-a(i,})=a(}) cs = ne/2
13 continue
a{iy=sum/a(d,1) do j ® {,nx
14 continue do 1= i,m8/2
Teturn ags(d,1) = as(i+bs, §)
END endda
do 1 = ms/2+1,ms
% ama(i,j) = as(i-ba, i)
C  This is ® subroutine to calculsts the Discrete Fourier Transform (DPT) endda
€ in ‘s’ dinessions using a FFT algorithm. ND is the mumber of dimensions. endde
C NN is an array of length ND. ¥N(I) is the number of data poists along
C  the ith co-ordimate, vhich must be aqual to a power of 2. CG iz a complex do i = 1,m8
€ array of length NN{1)+NN(2)%NN(ND), vhich should conmtain the data de 1 = 1,n8/2
€ poiota when callin the subroutine. Tbe data sheuld be stored in tha an(i,§) = ass(i,jrcs)
C  normal Fortran order with enddo
< do 3§ « ns/2+1,18
€ COCL+J1ef2uNN (1)« JURNC1) wNN(2) 4. .. +inuNb(1) . .. NN{n-1))ug.}1, §2,...3n as(i,j) = asali,j-co)
c enddo
¢ for C<=j_r < NN(r)-1, In fact, in the calling program CG can be treated andda
C  as & ND dimentional complex array uith dimension CG(NN(1), RN(2), NN(ND})
€ and CG(j.i+1, J.2+1,...J_n+1) = g_j1, j2, jn. It way be noted that the return
¢ dimenaions of this ND dimensional array nust ba exactly egual to the end
C  numder of data peints in the varisbles., After
C  cthe DFT vill be overvritten on the same axray GG, Hemce, if nacessary, (A% AAKA % A
€ a copy of the original data should be preserved for later uss, before
C  calling the aubroutine. IFLG is a flag. IF IFLAG >=0, DFT is subroutine nf(nsts,na,na)
€ calculated, while if the IFLG < O the inverse DFT will be calculated. c To obtain the normalisze spatial frequenciss.
€ IER ia the error parameter. IER = 111 impliss that atlesst ons of the integer ns,ns
C  MN(I), (I =1, 2,...ND) is not a power of 2. real nata(ns,ns)
real sx,sy,dia,vl,?,afnox
G REMARK: This program is takeu from Numerical Kethods for Scientists & real dx,dy,ufs,vIs,afs
c Euginesrs by H. X. Antia pumattr(Axtloﬂ'llﬂ-elﬂ&.Iy'92‘13l-ﬁ/)25.,dil!lS.Eu-i,
CRATYA % k v1=8563a-~10,1=5.04)
dimension ufa(512) ,vt8(512), 828 (612,512)
subroutine FFTN(nd,nn,cg,itlg, ler)
implicit complex{c) dx = 1./(mawsx)
c uss higher precision for calculating "} dy = 1./(nsway)
complexs16,cut, cuj, cg(+)
c to control roundoff error ufa(ms/2+1) = 0.
realv8,pi,th vta(an/2+1) = 0,
(pi= 3.141 ) do L = ms/2+2,ma
dimenaion nn(nd) . uta(l) = ufs(i-1)edx
enddo
ntot = { do } @ na/2+2,ns
do 1000 i = 1,nd vis(j) = via(§-1)+dy
ntot= mtotsan{i} enddo
1000 continue da i = ma/2,1,-1
ufs(i) = uta(i+id-dx
npri = ¢ anddo
if (iflg .ge. 0) them do j = ne/2,1,-1
c for DFT via(3) = vis(§+i)-dy
vt enddo
slne do 3 = 1,n8
c for inverse DFT do i = i,mm
iv e -t s£5(1,7) = sqre(uts(i)suts(i)+uis(])=vn(}))
endit anddo
enddo
do 5000 id = {,nd
n = onid) afzax = dia/¢1.22¢ulsr)
npr = npri do } = 1,8
nprisnpren do i e 1,me
nafs(i,j) = afs(i,j)/sfmax
IR enddo
[ 1oop for bit reversal enddo
do 2000 1 = 1,Dpri,npr Tetum
if (3§ .gt. 1) then and
do 1600 11w4,ntot,npri
do 1600 12 = i1,1l+npr-1 A4
32 = 1253-1
et = cg(i2) . subroutina hn(hans,ms,ns}
cg(id) » eg(j2) real pm,po,bana(as,ns}
cg(i= et ? pi = 3. )
1800 continue
endit pn « 0.2+m8
= © opri/2 Pn = 0.2vns
1800 1t (o .gs. npr ,and. j .gt. m) then :n J1 - ir"'
j m g ] = 1,m:
an i/: nans(i,§) = (0,5»(t-con(pi=(i-1) /pm))e((i-1) .le. pads
go to 1800 k (((i-1) .gt. pm) .and. ({1-1) -1t m -pm) }+
endif & 0.5%(1-coa(pis (ne-1+1}/pm))e((i-1) .ge. ma-pm))=
3= x (045'(1-cnl(pi')()ﬂ)/pniz;(g-li Jle. ;n));"
k ({(3-1) .gt. pa) .and. -1) .1t. na-pn;
000 continue N S em (pia ae 1) )L G- g aeep))
ar=0 enddo
e enddo
%0 = w/2 Tetum
th = pi/x0 end
euf = -y - rtr43
[ loop for FFT calculatien Chhhak -
3000 ::j:uioo Jeet, 40 ::::;:;L:: :nug(umings.m.m)
rO=(jr-1)snpr+i N
';a sioo ic : §T0,utot, 2«30wapr real hannings(ms,ns)
do 3400 { = ir icenpr-1 pi = 3.14 93244
11 = i+jOwnpr
ct v cg(it)ecus ":D':l'_‘;“:!
cg(i1) = cg(i)-ct bannings(kl,k2) = 0.25+(1,-con(vpisflaat(ri-1.}/flant(as~1.)})
eg(i) = cglid+et & »(1.-cos{2spivreal (k2~1.)/real{ns-1.)))
3400 cant inue ondd
cuj = cujecut ondlo
3600 continue return
10 = 2030 and
k0 = k0/2 o % HL AXLK
if (J0 .eq. n) go to 500Q
[ N is mot a pover of 2 ine ti arrays,us,nx, conts)
it (4O .gt.n .or. X0 .eq. 0) then f:::;::‘::':m“"( ¥
ier=ill real arraya(ms,na) ,sum,conts
return
endit sun = 0,
cuf = cuplx(coa(k0sth), iuxain(k0vth)) gl lf;u-d
go ta 3000 do ki = 1,m-3
5000  continue conts = comta+{arrays(ki+3,k2)-arraya(xi, k2})*
end Kk (arrays{x1+3,k2)-arrays (k1 X2))+{arraya(k1,k2+3)-
& "'.y.(xx,u))-(m’l(kl,kﬁ'!)'l!‘!lyl(kl.kl))
[y VAN AAVARA A enddo
enddo
aubroutine hehift{as,ms,n8) do ¥2 = 1,mm
integer ma,ns,ba,cs do ¥l = 1,8
complex»if ae(ms,us) um * rumtarTays{k1,x2)

dimension asa(612,612)
bs = ms/2 enddo
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enddo logical mnynull,any?
conta = contasmssmasnssna/ (mumsaun) character Tilenames80,recard+dd
return
ond uatz=gg

1 status=o

CoRRY LR blocksizest
Subroutine sart{conta,ind,nusbers) € open the FITS fils, with readenly or readurite access
integer nunbera, ind (nunbers) € readurita=0 for readonly acces, 1 for resdurite nccess
real conta(nunbers),temp,tompl (1000} rondurites1

3 call ftepen(unit,fileuana,rsadurite,biocksize,status)
de i = 1,numbara

tamp1{i) = conts(i} 100 continue
enddo
c Determine the number of keyuords in the header
do i w 1,numbera-i 4 call frghsplunit,nkeys,napace,atatus)
do j = i+1,numbers
4t (conts(1) .1t. conts{{)} them c Read each 80-character ¥eyword record, and print it cut
temp » conts{i) do i = {, nkeys
conte{i) = conts(j} 5 call frgrec{unit,i,racord,status)
conta(j) = temp and da
endif
enddo c Print out and END record, and & blank line to mark the end of the header
enddo it (stams .eq. O)then
print +,'END’
do i = {,numbers print »,' ¢
do j = 1,numbars end it
1f (conta(i) .ag. tempi(}}) ind(i) = j
enddo [ try moving to the next extension in the FITS fila, if it exlats
snddo 6  call frarhd(unit,l,hdutype,status)
returm it (atatue .eq. O)then
end c success, sa loop back and print out keywords in this extension
7 g to 100

else if (status .eq. 107)then

c for finding standard deviation, mean for real 1D array [ hit end of file, so quit
8 priug v, 'werss END OF FILE wwrse!
Subroutine atdavrid(arzs,ms,avgs,stds) statua=d
integer ma call fromeg
dauble precision arra(ma),avgs,stde end if
avg 0. c determine the aizs of the image
do i = 1,m8 $  call frgenj(univ,’NAXIS',1,2,naxes,nfound,status)
avgs = avgatarre(i)
enddo c check that it found both NAXIS! and NAXIS2 keyuords
avgs = avgs/roal(ns) 10 if (nfound .ne. 2)then
atds « 0, Print »,’READIHAGE failed to read the NAXISn keyvords.’
do i = i,ms raturn
stds = grda+{arrs(i}-avga)s{arra(i)-avge) end if
endda
stds = atda/{real{ma}-1.) c initialize variables
stds = sqrt{stds) npizelarnazes (i) vnaxas(2)
return group=0
end firsxpixel
nullval=0.0
T m— T —_—_. dacanine .DEI0
datamax=-1,0E30
Subreutine uriteimage2d(filenane,array,zs,uns) [ dini is the number of columns, same am naxss{1)
diml = naxes(1)
c Craate » FITS primary array containing a 2-D inage naxist = naxas(1)

naxis2 = nares(2)
integer status,unit,blockeize,bitpix,naxis,naxes(2)

integer group,fpixel,nelaments,diml,ma,ns do while (npixela .gt. 0}
real array(s) c read up to 100 pixels at a time
charactar filenane+g0 nbutfersmin{100,npixala)
logical simple,sxtend
1 call ftgpve{unit,group,firatpix,nbutfer,nullval,
1 status=0 k buffer,anynull,atatus)
c Kame of the FITS ?ile to bs created; c find the min and max values
do i=1,nbufter
c Delete the fils if it alresdy exists, 50 ve can then racreata it datanin=pin(datanin,butter (1)}
2 call dalstefile(filenans,status) datamax=nax (datanax, buffer (1))
end do
c Ger an unused Logical Unit Number to uss to open the FITS fila
3 call frgiou(unit,stacus) c incremeny pointers and laop back to read the next group of pixels
npixelssnpixels-pbutfer
c create the neu empty FITS file firstpixetiratpix+nbutfar
blackaizest end do
4 call Trinic(unit,filenane,blocksize,statua)
[ Print out the min and max values
c initialize parameters about the FITS image (300 x 200 16-bit integers) Print »,'Kin and max values in the image ara:',datamin,datamax
simples.true. call frglde(unit,group,nullval,ding,oaxist,naxia2,
bitpixm-32 L image,anyf,status )
naxiss2
naxea(1)=nz c cloze the file, free the unit number, and exit
naxes (2)=ns 12 ecall frclos(unit, status)
axtand=.trua.
c check for any erTor, and if So print out error masssges
¢ vrits the required hesder keywords 13 it (status .gv. Ojcall printerrar(status)
5  call fophpr(unis,zimple,bitpix,nuxis,naxes,0,1,extend,status) and
[ END of Spackla Code==---
c vrite the array to the FITS file
group=1
tpixalst
4 dini iz the nutber of columns, sama as saxes{1)

dimi = naxas{1)
naxial = nares(i}
naxis2 = oaxes(2)

nelsmente=naxes (1) *naxes(2)
6  call fup2deunit,group,dimi,naxiel,naxis2,
& nrray,status)

c close the file and free the unit number
7 call fttclos{unit, srakus)
call furioufunit, atatus)

c check for any error, and if sa print out error messeges
8 it (atatus .gt. 0) eall printerror{status)
end

subrousine readheaderplusinage2d(rilenase,inage,datenin,datanax)

c Pxint out all the header keywords in all extensions of a FITS fila

integar status,unit blocksize,nk hdutypa, 1
integer naxes(2),unfound,naxisl,naxisd

intager group,?irstpix,nbuffer,npixels,dini

real datamin,datenay,nulival,buffer {100)

real image{+)}
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Effect of Apodisation Window on

Bispectrum Phases

In this appendix, we prove that the average bispectrum of a sequence of images
is corrupted when they are apodized with a 20% cosine bell function. Keller(1999)
had shown that using 20% hamming window affects the phases of the Knox-Thompson
bispectrum. Here we follow a similar procedure and show that even the phases of bis-
pectrum (Fourier transform of triple correlation) are affected by the window function.

A window function that has the form of a cosine bell function over the first and

last 10 or 20 percent of its size is defined as

> — scos(mz/mL) 0<z<mL
w(z) = 1 mL <z < L(1-m) (B-1)
5 —scos(m(L—z)/mL) L(1-m)>z <L

where L is the size of the image and m is the fraction of the size over which the image
is masked by the cosine bell (Brault and White, 1971).

Multiplying the image with an apodisation window will lead to the convolution
of its Fourier transform with that of the apodisation window in the Fourier plane. In
general, the Fourier tansform of an image (I(f)) is the product of the Fourier transform
of the object (O(f)) and that of the PSF (P(f)). In the presence of additive noise, the

relation can be expressed mathematically as
I(f) = O(f) P(f) + N(f) = Lo(f) + N (f). (B.2)

where N(f) is the Fourier transform of the noise. As the value of the window function
is unity over majority of its size, it has a narrow peak at the origin (f = 0) of the Fourier

plane and falls of rapidly on either side. If we assume that the Fourier components at
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f=1isa* at f=-1isa at f = 0is b and the remaining components are zero, then the

Fourier transform of the product of the image and the window function is given by

I'(f) =1(f) o W(f) =bI(f) + al(f = 1) + a*I(f + 1). (B.3)
Now,

I'(f1) = bI(f1)+eal(f1—-1) +a*I(f1+1) (B.4)

I'(f2) = bI(f2)+al(f2—1)+a*I(f2+1) (B.5)

(IN*(f1+ f2) = bI*(fl1+ f2) +al*(f1+ f2—1) +a*I*(f1+ f2+1) (B.6)

The bispectrum b(f1, f2) is given by the product of the equations, B.5, B.6 and B.6.
Substituting for I(f) from equation B.2, we get

b(f1,£2) = I'(f1) I(f2) I)*(f1+ F2) (B.7)
= A-B.-C,

where

A = b (f1)+bN(f1) +alh(f1-1) +
aN(fl1-1)+a*I(f1+1)+a*N(f1+1),

B = bIy(f2) +bN(f2) +aly(f2 - 1) +
aN(f2-1)+aI(f2+1)+a"N(f2+1),

C = bIF(f1+ f2)+bN*(fl+ f2)+alj(f1+f2-1)+

aN*(f1+ f2—-1)+a"I5(f1+ f2+1) +a*N*(f1+ f2+1).

Assuming that noise and signal are not correlated (and hence their product vanishes
upon averaging) and the noise at different frequencies are not correlated with each
other, and neglecting terms containing |a|* (as Jﬁil < 1, when the hanning window
is unity over 80 % of the image.) we get 16 non-vanishing (when averaged over an
ensemble) terms in the product A- B - C. They are the ensemble average of the terms

given in the following table.
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© 3 Ot W

11
13
15

BL(f)Io(f2)I5(f1+ f2)
ab®Io(f1) I (f2) I3 (f1+ f2+1)
a®bIo(f1)Io(£2 - DIF(f1+ f2+ 1)
(@*)?6Lo(F Lo (2 + DIF(f1+ f2- 1)
a®bIo(f1 = DI (f2)I5(f1+ f2+ 1)
a?a*Io(f1 - 1)Io(f2 - VIF(f1+ f2—-1)
I (f1+ DI (F2)IF(F1 + £2)
(a*)2bIo(f1 + D) Io(f2 + VI;(f1 + £2)

co & = N

10
12
14
16

a* P Io(f) I (f2)I5(F1+ f2-1)
ab®Io(f1)Io(f2 — DIF(f1 + f2)
a*b?Io(f1) Io(f2 + 1) I5(f1+ f2)
ab®Io(f1 - DIo(f2)I3(f1+ £2)

a®blo(f1 - VIo(f2 - 1)I§(f1 + £2)
aSh(f1— DIo(f2 - DIF(fl1+ f2+1)
(@*)?bIo(f1+ Vo (f2) 5 (f1+ f2-1)
(@*)*Io(f1+ DIo(f2+ DI(f1+ f2-1)

The ensemble average of the first term is proportional to the ‘true’ bispectrum

(Io = OP). Since b is a real number, phase of the bispectrum remains unaffected. The

ensemble average of the remaining terms is non-zero and thus the bispectrum is affected

by their presence. The contribution of the last 15 terms is zero when a is forced to

zero. (Keller, 1999). To achieve this, the window function is first Fourier transformed,

its Fourier components at f = =+1 are replaced by zeros and then inverse Fourier

transformed. The resulting function is used as an optimum apodisation window. It

has a ‘trough’ at the middle and extended ‘ears’ near the edges. As the reconstructed

image is divided by this function, there is no side effect apart from data loss near the

edges.
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