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#### Abstract

This thesis is aimed at developing both hardware and software required for obtaining high resolution images on a regular basis from ground-based telescopes using speckle and interferometric imaging techniques. A program (speckle code) for analysing the speckle data has been developed and used to analyze speckle data obtained from a few solar telescopes.


The first Chapter provides an introduction to the thesis. It starts with an overview of human endeavors to achieve high angular resolution in telescopic observations. It should be mentioned that no serious attempt has been made to present the developments in their chronological order. Another point to be noted is that only technical developments have been highlighted but the scientific achievements that these developments have led to have not been described, basically, to conform to the spirit of the title. These technical developments provide the foundation for the explorations presented in this thesis. The thesis itself finds its place under the the category of image restoration schemes mentioned towards the end of the overview. The next few sections have been devoted to explain the adverse effects of the atmospheric seeing, the importance of phases of an object's Fourier transform, and resolution as defined in Astronomy. Questions like Why is high resolution needed in Solar Physics ?, Why should special techniques be developed for ground based observations, while space telescopes have become the order of the day ?, and Why speckle and interferometric imaging techniques alone have been addressed in this thesis? have been answered in the next few sections.

The second Chapter is concerned with the measurement of the atmospheric coherence diameter -the so-called 'Fried's parameter'. This parameter severely influences the quality of the recorded image in ground based observations; the larger its value, the better is the image quality. Estimation of this parameter is essential in solar speckle imaging. A few methods of estimating this parameter and their applicability to the nature of the data have been explored in this Chapter. The details of the speckle and interferometric imaging observations and the pre-processing methods that are essential for analysing the speckle data and have been adopted in our speckle code have been presented in this Chapter. The details of the backend instrument developed at the institute for performing speckle observations at Kodaikanal Observatory (KO) have also been described.

In the third Chapter, practical methods used in our speckle code to reconstruct an image from a series of short exposure images have been described. In our speckle code, the Fourier amplitudes of an object are estimated by Labeyrie's speckle interferometry method and the Fourier phases of the object are estimated using Weigelt's speckle masking technique. The reconstructed images of a few sunspot and pore regions, observed with the tunnel telescope of KO show small scale features up to the diffraction limit of the telescope. The identification of these indicates the importance of speckle observations in achieving high spatial resolution. The reconstructed images of two sub-flare regions of the NOAA AR8898, observed with the 15 cm Coude telescope of the Udaipur Solar Observatory indicate that 'frame selection' can be one of the ways of improving the resolution. The high redundancy in the estimated phase of the Fourier transform of the object increases the signal-to-noise ratio of the reconstructions and implies that the reconstruction from a few selected 'good' frames can significantly improve the quality.

The fourth Chapter is concerned with the application of speckle imaging. The speckle imaging technique described in the previous Chapters was used to analyse near-simultaneous filtergrams obtained in the G-band $(\lambda=4305 \AA)$ and the K line of Ca II ( $\lambda=3933 \AA$ ) at a plage region, quiet Sun region and the NOAA AR8923. As the seeing conditions were poor, a reconstruction was obtained from three best images of the sequence of recorded images of each region in the G-band and the K line of Ca II. The G-band bright points (GBPs) were extracted from the corresponding reconstructed images using image segmentation techniques. Then the morphology of the GBPs and the Ca II K network bright points were studied in each region. The prime objective of this study was to see whether this data can offer a clue on the mechanism that leads to the preferential heating at the chromospheric level (network boundaries) while the source, if assumed to be the GBPs, is distributed everywhere. We suggest the possibility of having two classes of GBPs, those present at all locations and those swept by the supergranular horizontal motions to the network boundaries. While the former are perhaps generated continuously and observed at any given time, the latter may cause the preferential heating at the Ca II K network boundaries. The intra-network GBPs could be associated with the intra-network Ca II K bright points, not resolved in the present data.

In the fifth Chapter, the basic principle of the interferometric imaging observations has been described briefly. The possibility of having two kinds of transfer functions in such observations has been indicated. A laboratory experiment performed to understand the details of 'closure phase imaging' has been described. A program was developed to simulate phase screens. Specklegrams and interferograms were generated from the simulated phase screens and used for simulating fringes that could be formed by bright features residing inside pores. These fringes were then compared with those obtained from real observations at KO by placing a non-redundant mask at the re-imaged pupil plane of the telescope. Such observations can be useful, at least to resolve isolated bright points. The problem of "source confusion" can be minimised by restricting the field-of-view to about an arc second.

The last Chapter provides the summary of the thesis work. The speckle code developed by the authors is compared with that developed by others and the advantages are highlighted. This is followed by a brief description of the future plans of the authors.

## Scope of the Thesis

The Sun is one among the billions of stars that beautify the space around us. It is so near to us that we can see it in greater detail than any other star. Without the Sun, there would be no earth, no seasons, no climate and no day and night. It is the source of our very existence. An amazing fact is that we have not yet understood it completely! It poses challenging puzzles even after nearly three hundred years of regular observations. This thesis represents yet another attempt to unravel its mysteries. An earnest reader may then wonder, why nothing related to the Sun has appeared in the title! Experience tells us that a real breakthrough in our knowledge on the Sun can occur only through high resolution observations. This thesis is aimed at gaining expertise in such observations. Though the main motivation behind this thesis has been to understand solar phenomena, the methods investigated in it are applicable not only to solar observations but to the broader field of high resolution optical astronomy and hence the title.

The subject matter of this has been divided into six chapters and the focus has been on two high resolution imaging techniques, namely, the Speckle Imaging and the Interferometric Imaging. The data used in this thesis have been obtained from four different solar telescopes, viz. the Tunnel Telescope of the Kodaikanal Observatory (KO), Kodaikanal, India, the Coude telescope of the Udaipur Solar Observatory (USO), Udaipur, India, the Coude telescope of the Uttar Pradesh State Observatory (UPSO), Nainital, India and the Dunn Solar Telescope of the National Solar Observatory/Sacramento Peak (NSO/SP), New Mexico, USA. The back-end instruments needed for the observations at KO were built at the Indian Institute of Astrophysics (IIA), Bangalore. Most of the software required for analysing the data was developed by the author during the last three years.

A major part of this thesis work has been the development of the software (speckle code) to reconstruct an image (of an object) with enhanced contrast from a series of short exposure images. While the Fourier amplitudes of the object are estimated by Labeyrie's innovative speckle interferometry, the Fourier phases are estimated with high redundancy (and hence with improved signal-to-noise ratio of the reconstructions) with Weigelt's speckle masking (triple correlation or bispectrum) technique. The software has been optimised for reconstructing small scale solar features that ride on a bright background or a locally depressed background. The methods developed by various authors to improve the quality of reconstructions have been incorporated into the code. The ability of the code to obtain a 'good' reconstruction from a 'few selected good frames', demonstrated in this thesis via the reconstruction of the speckle images recorded at KO and USO, has made it suitable for reconstructing solar images obtained from large telescopes, where the life times of features are relatively short. Another advantage of the code is that it can also be used to reconstruct images obtained by combining an array of telescopes, which has become the order of the day for achieving high angular resolution. The code can now be used to reconstruct images from existing solar (and stellar) telescopes on a regular basis. Another component of this thesis work is the development of the software required for simulating phase screens and generation of speckelgrams and interferograms from them. The simulated interferograms, again as demonstrated in this thesis, can be used to improve our knowledge of the interferometric image reconstruction of solar features.
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## Chapter 1

## Introduction

### 1.1 High Resolution in Astronomy - An Overview

From time immemorial, humanity has been striving to unearth the secrets of the heavens. From the Galilean era of modest refractors to the modern era of multi-mirror telescopes and space based interferometers, the focus has been on achieving two things, viz. high sensitivity - ability to see faint objects and higl angular resolution - ability to see them in greater detail. The invention of the telescope by Galileo in 1608, as an aid to the human eye, was a first major step forward in the quest for high resolving power. It was followed by building of telescopes with large apertures. However, at the beginning of the last century, it was realised that the Earth's turbulent atmosphere practically limits the resolution of a ground based telescope to about an arc sec, irrespective of its size.

Then emerged the concept of interferometry - making a 'picture' of a distant object from the measurements of the spatial coherence of the light at different points in space as a function of their separation. Michelson (1891) successfully applied this technique to measure the angular diameter of the satellites of Jupiter. In 1921, he introduced a new idea of mimicking a large telescope - collecting the light from a star on two small
mirrors separated enough to resolve the star and reflecting the light into a relatively small telescope. Named as Michelson's stellar interferometer, it was the first successful optical interferometer. Michelson and Pease (1921) measured the angular diameters of a few stars with this interferometer. However, mechanical stability, pointing accuracy and atmospheric scintillation prevented the continuous operation of such an instrument at optical wavelengths.

A few decades later, a radio analog of Michelson's stellar interferometer was built by Ryle and Vonberg (1946) to study the radio emissions from the Sun. This was followed by several other radio interferometers with increased baseline lengtlis. These developments led to the concept of aperture synthesis - an art of synthesizing a large telescope using small movable telescopes.

The next major step was the invention of the intensity interferometer, first in radio (Hanbury Brown and Twiss, 1954; Jennison and Das Gupta, 1953; 1956) and then in optical (Hanbury Brown and Twiss, 1957) wave bands. An intensity interferometer measures the correlation of fluctuations in the intensity received by two separated telescopes. This is a measure of the modulus of the complex degree of coherence. Tolerance in the mechanical precision and immunity to the atmospheric scintillations are some of the remarkable properties of such an interferometer.

Another breakthrough in the high resolution imaging was the invention of speckle interferometry (Labeyrie, 1970). Labeyrie showed that diffraction-limited resolution of celestial objects can be achieved by appropriately averaging sequences of photographs obtained with an exposure time of a few milli-seconds.

Advancement in the technology enabled the practical implementation of Active and Adaptive Optics systems in 1980s, though the concept itself was introduced many years ago (Babcock, 1953). These systems compensate for the adverse effect of the Earth's atmosphere on the images in real time. Recent developments (Ellerbroek and Rigaut, 2000; Ragazzoni, Marchetti and Valente, 2000; Beckers, 1989) have demonstrated the capability of these systems to break the barrier of "limited angle imaging".

Space telescopes, like the Hubble Space Telescope (HST) (Peterson and Brandt, 1995; http://www.stsci.edu/hst/) and the Solar and Heliospheric Observatory (SOHO) (Fleck, Domingo and Poland, 1995; http://sohowww.nascom.nasa.gov/), symbolise another landmark in achieving high resolution.

In recent years, the concept of interferometric imaging has gained attention and a number of optical interferometers, both with single and multiple apertures are being built (Armstrong et al., 1995; http://www.eso.org/projects/vlti). In a, single aperture interferometer, the entrance pupil (or its geometrical image) of the telescope is covered with a mask containing several sub-apertures (Baldwin et al., 1986; Haniff et al., 1987). Each of the sub-apertures can be envisaged as a small telescope. In a multi-aperture interferometer, the light from different small telescopes is combined to make a 'picture' with greater detail.

Another remarkable attempt in achieving high resolution has been the development of the image restoration schemes. These schemes ensure high spatial resolution by suitably compensating for the deleterious effects of the turbulent atmosphere on the recorded images. While the deconvolution techniques like Maximum Entropy Method (Frieden, 1972; Ponsonby, 1973; Ables, 1974), CLEAN (Högbom, 1974) and the phase restoration schemes like 'closure phase' (Jennison, 1958) supplement the technological developments in radio interferometry, phase restoration schemes like Knox-Thompson algorithm (1974), Triple-correlation or Bispectrum technique (Weigelt, 1977) supplement the speckle interferometry. Some of the techniques of radio interferometry, for example, the Very Long Baseline Interferometry (VLBI), are being used in optical imaging, too. In recent years, techniques like the Phase-Diversity (Gonsalves and Childlaw, 1979; Gonsalves 1982; Paxman and Fienup, 1988) and Phase-Diversity Speckle imaging (Seldin and Paxman, 1994; Löfdahl and Scharmer, 1994; Paxman et al., 1996; Paxman, Seldin and Keller, 1999) have been studied and implemented for obtaining high resolution images of extended objects like the Sun.

### 1.2 Atmospheric Turbulence and Seeing

The Earth's atmosphere is an highly turbulent medium. Heating of the Earth's surface by the solar radiation causes turbulent air motions in the atmosphere. According to the Kolmogorov's theory of fluid turbulence (Kolmogorov, 1941), when the kinetic energy of the air motions at a given length-scale is much larger than the energy dissipated as heat by viscosity of the air at the same scale - a condition indicative of fully developed turbulence - the kinetic energy of large scale motions would be transferred into smaller and smaller scale motions; motions at small scales would be statistically isotropic; at the smallest scales, viscous dissipation would dominate the break-up process.

During day time, large warm packets of air closer to the ground move up due to buoyancy and initiate convection, causing turbulence near the ground (typically, up to one km height from the surface, depending on local orography and strength of the wind). They dissipate their kinetic energy continuously and randomly into smaller and smaller packets of air, each having a unique temperature. These packets are often called turbulent eddies. Convection changes with insolation and disappears during night time. However, horizontal circulation of air starts. An important property of the turbulent eddies is that they exist in a variety of length-scales and their distribution is random. There exists an upper limit, $L_{0}$, decided by the process that generates the turbulence and a lower limit, $l_{0}$, decided by the size at which viscous dissipation overtakes the break-up process. Within these limits (often called the 'inertial range'), the energy of an eddy is proportional to the $5 / 3$ power of its linear size (Kolmogorov, 1941).

Turbulent air motions cause fluctuations (variations) in the density, pressure, temperature and humidity of the air from one point to another. While the local temperature fluctuations (variations) of the air could be of the order of a few hundredth of a degree throughout the atmosphere, fluctuations of a few tenths of a degree or more are typical in the lowest layer of the atmosphere. As the refractive index of the air is highly sensitive to the temperature fluctuations, it varies randomly from one point to
another. Fluctuations in the refractive index induce random optical path lengths to the rays that are normal to the wave-front arriving at the atmosphere from a distant star. Consequently, when the wave-front reaches the entrance pupil of a ground based telescope, it becomes already corrupted in the sense that the surface of constant phase is no longer planar; it has an overall tilt and small scale corrugations on top of it. The r.m.s value of the phase perturbations increases with the size of the wave-front.

The perturbations in the wave-front produce effects similar to optical aberrations in the telescope and thus degrade the image quality. When a very small aperture is used, a small portion of the wave-front is intercepted and the phase of the wave-front is uniform over the aperture. If the amplitudes of the small scale corrugations of the wave-front are much smaller than the wavelength of light, the instantaneous image of a star is sharp and resembles the classical diffraction pattern. But as the wind moves the eddies past the aperture, the tilt of the intercepted wave-front changes. This change in the tilt causes random motion of the star's image at the focal plane. As the aperture size increases, there is a decrease in the sharpness and the amplitude of the motion. When a large aperture is used, the amplitude of the random variation of phase across the intercepted wave-front is larger. This leads to the blurring of the image. The image motion and blurring together are referred to as atmospheric seeing or simply seeing (Young, 1971; Labeyric, 1976).

### 1.3 Importance of Phase

The fact that the phase perturbations in the incident wave-front degrade the image quality can be understood by looking at their relationship with the recorded image. The complex field distribution at the focal (image) plane of a telescope is related to that at the entrance aperture through a Fourier transform relation. The intensity image of a point source recorded at the image plane is the spatial power spectrum (modulus squared Fourier transform) of the complex field distribution at the entrance
aperture. By the autocorrelation theorem (also known as Wiener-Khinchin theorem; see Bracewell, 1986), the inverse Fourier transform of the intensity image is then equivalent to the autocorrelation of the complex field distribution at the entrance aperture. Thus, the presence of any degradation in the phase of the wave-front at the aperture plane would mean degradation of the phases of the autocorrelation function or in the phases of the Fourier transform of the recorded image. We know, from the theory of signal processing, that in the Fourier representation of a signal, phase plays a crucial role of preserving the positional information or the structural details (Oppenheim and Lim, 1981).

(a) OBJECT - A BINARY
(b) and (c) - RECONSTRUCTED OBJECTS
(b) RANDOM AMPLITUDE,TRUE PHASE
(c) RANDOM PHASE,TRUE AMPLITUDE

Figure 1.1: (a) Intensity distribution of an ideal binary star. (b) Reconstructed image with random amplitude and true phase. (c) Reconstructed image with random phase and true amplitude.

To highlight this point, consider, for example, a simple astronomical object - a binary star as shown in Figure 1.1 (a). This is an image that would be obtained under ideal conditions. A degraded image can be obtained from this image by corrupting
its Fourier amplitudes and phases and then performing an inverse Fourier transform. Figure 1.1 (b) shows one such image, in which the Fourier amplitudes of the objects have been replaced with random numbers and the Fourier phases have been retained without any modification. Figure 1.1 (c) shows another image, in which the Fourier amplitudes have been retained intact and the Fourier phases have been replaced with random numbers. It should be mentioned that while introducing the modifications, energy conservation should be maintained by multiplying the corrupted quantities with suitable constants. It is clear that when the amplitudes alone are corrupted, the binary nature in the image is recognisable, whereas, when the phases alone are corrupted, the image becomes totally un-recognisable. Thus, the Fourier phase of an image is a very important quantity to identify the structures in it. Thus, the path delay perturbations induced by the atmosphere on the plane wave-front corrupt the phases of the Fourier transform of the image which, in turn, severely degrade the recorded images.

### 1.4 Resolution and Fried's Parameter

The definition for the angular resolution of an astronomical telescope is based on its ability to separate the images of the two stars of a binary system. In general, for any instrument, a limit, known as Rayleigh's limit, is used to define its resolution. When applied to an optical telescope, this limit implies that in order to declare that the telescope has resolved the two stars, the principal maximum of the diffraction pattern due to one of the stars should fall on the first minimum of the diffraction pattern due to the other star. In the case of a single star, the radius of the first dark ring in the diffraction pattern (Airy pattern) defines the minimum angular separation in the object that can be imaged separately. Quantitatively, the resolution of a telescope with circular aperture of diameter $D$ can be expressed as 1.22 times the ratio of the
observing wavelength to the diameter.

$$
\begin{equation*}
\Delta \theta=1.22 \lambda / D . \tag{1.1}
\end{equation*}
$$

As remarked by Fried (1977), the Rayleigh resolution is not an absolute bound and several authors have attempted to develop a more quantitative understanding of what is meant by resolution. For example, Harris (1964) has shown that two point objects separated by less than the Rayleigh limit can be resolved if the signal-to-noise ratio is sufficiently high. Fried himself devised a scale known as resolution scale (Fried, 1977) and prescribed a method to estimate the same from the Optical Transfer Function (OTF) of the system.

In this thesis, we consider the most generally accepted definition of the resolution, namely, the Rayleigh definition. In the presence of atmospheric turbulence, the resolution is drastically impaired. For example, for a 2 m telescope, the theoretical resolution at $5000 \AA$ is about one sixteenth of an arc second. In the presence of atmospheric turbulence, the available resolution is approximately an arc second, thus the resolution is 16 times poorer than that possible theoretically. Surprisingly, as the size of the aperture increases further, there is practically no improvement in the resolution.

For ground based telescopes, it is customary to consider the combination of the turbulent atmosphere in the propagation path and the image forming lens as an imageforming optical system and define the resolution as the integral over the spatial frequencies of the ensemble averaged Modulation Transfer Function (MTF) of the system (Fried, 1966).

$$
\begin{equation*}
\mathcal{R}=\int\langle\tau(\mathbf{f})\rangle \mathrm{df} \tag{1.2}
\end{equation*}
$$

This is similar to the Strehl ratio, defined as the ratio of the observed intensity image of the star to the maximum possible theoretical intensity. Defining resolution in this way is more generic because it incorporates the effects of exposure times.


Figure 1.2: Dependence of normalised resolution, $\mathcal{R} / \mathcal{R}_{\text {max }}$, on normalised lens diameter, $D / r_{0}$. Solid line (A) - long exposure results, $\mathcal{R} / \mathcal{R}_{\text {max }}$. Dotted line (B) - short exposure far field results, ff $\mathcal{R}_{0} / \mathcal{R}_{\text {max }}$, Dashed line (C) - short exposure near field results, ${ }_{n j} \mathcal{R}_{0} / \mathcal{R}_{\text {max }}$, Dash-dot lines indicate asymptotic behaviour ( $D / r_{0} \rightarrow 0$ and $D / r_{0} \rightarrow \infty$ ); from Fried (1966).

Fried (1966) derived theoretical expressions for average long and short exposure transfer functions based on the statistical theory of the turbulent atmosphere (Rytov approximation; Kolmogorov's hypothesis; see Goodman, 1985; Tatarski, 1961; Tatarski 1968; Brown, 1966, 1967; Fried 1967; Keller, 1969; Ishimaru 1978). Denoting the resolution obtained with long exposure times (typically 1 s ) as $\mathcal{R}_{\infty}$ and that with short exposure times (typically 10 ms ) as $\mathcal{R}_{0}$, Fried (1966) showed that significantly better resolution can be obtained with a short exposure than with a long exposure. He also showed that the atmosphere places an upper limit on the resolution that can be obtained with long exposure times. This 'limiting resolution' is given by

$$
\begin{equation*}
\mathcal{R}_{\text {max }}=\lim _{D \rightarrow \infty} \mathcal{R}_{\infty}=(\pi / 4)\left(r_{0} / \lambda R\right)^{2} \tag{1.3}
\end{equation*}
$$

where $R$ is the focal length of the lens forming the image, and $r_{0}$ is the diameter of a lens that would give the resolution equal to the $\mathcal{R}_{\max }$ in the absence of the atmosphere; $r_{0}$ is indeed a crucial parameter in evaluating good observing sites and in determining the quality of the degraded image and is aptly called 'Fried's parameter'. There are may ways of interpreting this parameter: it is a characteristic scale of atmospheric turbulence over which the r.m.s. phase fluctuations in the wave-front is 1 radian. A lens of diameter $r_{0}$ is capable of achieving a $30 \%$ Strehl definition and an angular resolution of the order of $\lambda / r_{0}$ (Fried, 1965); it is the coherent length of the complex amplitude of the perturbed wave-front (Ricort and Aime, 1979); it is the coherence diameter of the atmosphere (Goodman, 1985).

Fried normalised the resolutions obtained with long and short exposure transfer functions by dividing them by the limiting resolution. Figure 1.2 shows the normalised resolution $\mathcal{R} / \mathcal{R}_{\text {max }}$ as a function of normalised lens diameter $D / r_{0}$ (Fried, 1966). For $D / r_{0} \ll 1$, the resolution increases as square of $D / r_{0}$ and for $D / r_{0} \gg 1$, the resolution reaches an asymptotic value of $\mathcal{R}_{\text {max }}$. The dash-dot lines indicate the asymptotic behaviour. An interesting point to note is that these the two asymptotes intersect at $D=r_{0}$ and this forms the basis of the definition of $r_{0}$. In conventional imaging, exposure times are more than 1 s (for faint extra-galactic sources, it can be as high as an hour) and thus an image is averaged over several states of the atmosphere, leading to a poorer resolution.

### 1.5 High Resolution in Solar Physics

High angular resolution has always been necessary for solar observations. The Sun, being the nearest star, is the sole "laboratory" where robust "experiments" can be performed and their results interpreted to understand physical processes that occur in it and in other stars. Though the Sun has been observed now for more than two centuries, it still poses many interesting puzzles. The chaotic granulation, the formation
and evolution of sunspots, pores, umbral dots and penumbral grains are some of the photospheric features that require high resolution observations. At the chromosphere, the structure is dictated by the magnetic field and morphological features like spicules, fibrils, filaments and prominences are of importance. The following is a brief description of some of the problems that forces a solar physicist to look for high angular resolution images.

Granulation: The solar surface observed in white light (either from ground based telescopes at very good sites or from a space telescope) or in a narrow band continuum, outside the active regions, shows a cellular pattern of bright hexagonal structures of about an arc second in size separated by dark lanes. A widely accepted fact is that granules are manifestations of the convective transport of energy from sub-photospheric layers to the photosphere. However, this picture has undergone a vast modification in recent years. While it is believed that large granules are certainly due to convective phenomena, the smaller ones, whose number increases steeply down to the diffraction limit of the modern telescopes, possibly originate from the fragmentation of large ones due to small-scale turbulent flows. Three dimensional numerical models and the high resolution simulations of convection (Stein and Nordlund, 1998) predict scale sizes that are less than the diffraction limit of the existing telescopes.

Thin Flux Tubes: Small ( $\sim 200 \mathrm{~km}$ ) individual bright patches, observed near the edges of the solar images in white light and near the disk center in certain spectral lines are called faculae. The extra brightness of these features has been attributed to the presence of thin flux tubes of high field strength ( 1 to 2 kG ), and small ( $300-400 \mathrm{~km}$ (Stenflo, 1973)) or even smaller cross section (Venkatakrishnan 1986; Solanki et al., 1996). In the quiet region of the photosphere, there is a network (to be distinguished from the classical chromospheric network pattern which is of $\sim 30000 \mathrm{~km}$ in size) of bright points of size $<0.5$ arc sec and co-spatial with the inter-granular lanes. These bright points have been associated with the magnetic fields. Studies of interaction of these bright points with the granules (Roudier et al., 1994) indicate that 15 to $20 \%$ of
them elongate, when they are 'squeezed' by expanding granules, by a factor of 9 with a simultaneous increase in their brightness by a factor of 1.25 relative to the average photosphere. This is against the predictions of the theoretical models of Knölker and Schüssler (1988), that the magnetic elements larger than 500 km ( $>0.7 \mathrm{arc} \mathrm{sec}$ ) should appear dark. High resolution magnetographic observations indicate that the transition from bright to dark can occur even at smaller scales ( $300 \mathrm{~km}, \sim 0.4$ arc sec). Muller et al., (1994) suggest that during elongation, some mechanical energy should contribute to the heating process. In a recent observation, using high resolution magnetograms and filtergrams, Muller et al., (2000) showed that the magnetic element present in the network becomes bright and forms a bright point when it is compressed by the surrounding granules as they converge. Obviously, there is further need to increase the angular size, specifically to fix the size and understand the dynamics of the smallest flux tubes.

Micro Structured Magnetic Atmosphere (MISMA): Recently Sánchez Almeida et al., (1996) have inferred from the asymmetry in the Stokes V profle that the photospheric magnetic field contains structures that are finer (of size $\sim 1-20 \mathrm{~km}$ ) those known so far (Sánchez Almeida, 1998). For the magnetic flux to be conserved in the penumbra, the vertical gradient of the vertical magnetic field has to be perfectly balanced by the horizontal gradients of the horizontal components. While the vertical gradient is evaluated by reproducing the observed asymmetric Stokes profiles, the horizontal gradients are evaluated from the pixel to pixel variation of the measured magnetic fields. It is found that these two independent estimates disagree by up to two orders of magnitude (Sánchez Almeida, 1998). The inconsistency is explained by invoking the concept that there might be unresolved structures within the resolution element and that they might be of opposite polarity so that in a volume average, the net field is underestimated. The best resolution available today is much less than that needed to resolve these micro structures.

Observations of Flares: Sudden intense release of energy from some specific regions,
where there is a (sudden) change in magnetic field is called a solar flare. The change in the magnetic field is usually caused by the emergence of new flux. During a flare, enormous amount of energetic particles are released (electrons with 10 MeV and nucleons with several hundreds of MeV ). The mechanism for the onset of a flare is not yet completely understood. Moreover, due to its adverse effect on satellite communication systems, flare prediction is an important issue in space weather forecast. High spatial and temporal resolution is necessary for a detailed study of the evolution of flares. Moreover, statistics of white light flares (Foukal, 1990; Xuan et al., 1998; Sylvester and Sylvester, 2000) and the tiny flares (nanoflares) that could occur at $H_{\alpha}$ may shed more light on our understanding of both the flaring events and the associated active regions. Coronal heating: One of the unsolved mysteries in the last six decades is the million degree temperature structure of the solar corona. Recent SOHO/MDI results (Schrijver et al., 1998) have shown the importance of flux cancellation events at smallscales for coronal heating. The observations with Transition Region and Coronal Explorer (TRACE) have shown fine scale magnetic structures at coronal heights (http://www.lmsal.com/TRACE/POD/TRACEpod.html). The sizes of these fine structures, when extrapolated to the photosphere would amount to the sizes of a few kilometers. Thus high resolution simultaneous observations of the solar corona and the photosphere may shed light on both the heating mechanisms and their possible origin at the photospheric levels.

### 1.6 Formulation of the Research Problem

As atmospheric turbulence limits the performance of a ground based telescope, it is quite natural to think of telescopes that can be operated from the space. Several space telescopes have already been launched and the amount of information obtained from them is really remarkable. However, space telescopes have associated problems: weight and volume constraints prevent even medium sized telescopes; telemetry bot-
tlenecks prevent fine sampling; back-end instruments do not get updated in tune with the advancement in state-of-art technology; the lifetime is less and cost high; Pre-determined, fixed, observing schedules prohibit unforeseen, quick investigations (http://www.sunspot.noao.edu; http://www.uso.ernet.in). In order to avoid all these problems, one is forced to develop ground-based techniques that are immune to the atmospheric turbulence.

Several methods have been invented and used to obtain diffraction limited images from the ground. In this thesis, we have tried to develop techniques that will help us obtain high resolution images of small scale solar features. The aim is to understand the technical details of high resolution imaging systems and provide a platform that will help us in obtaining high resolution images on a regular basis.

We start with the simplest and well established technique, namely the speckle imaging. We wish to develop our own hardware and software facilities for obtaining and analysing the data respectively. In the course of the development of the technique, we try to address some of the technical problems. One of the major problems in speckle imaging is the calibration of the Fourier amplitudes. Knowledge of Fried's parameter is essential for calibrating the Fourier amplitudes in solar speckle imaging. We explore a few methods to obtain reliable values of Fried's parameter and their applicability to different real data sets.

Then we move on to another high resolution technique - interferometric imaging. Here again, the aim is to understand the technical details and develop the required facilities. We also try to establish a tool that will help us in simulating the real data as closely as possible, and use it to improve our understanding of the techniques.

It may be in order to state the reason for studying these two techniques alone in this thesis. Labeyrie's Speckle Interferometry is one of the greatest and marvelous achievements of modern high resolution imaging techniques. Speckle Imaging has been well established for single apertures. The results are comparatively insensitive to telescope figuring errors, provided the atmosphere introduces worse aberrations (Bates, 1982).

Even anisoplanatism is not a serious problem, at least in the stellar imaging, as partial lack of isoplanatism merely reduces the contrast. It needs relatively simpler software and hardware facilities than the other (Phase Diversity and Phase Diversity Speckle Imaging, Adaptive Optics) techniques and thus can form the first step towards the development of ground based high resolution imaging facilities.

The lesson learnt from radio interferometry shows that ultrahigh resolution can be obtained from only an optical analog of Very Long Baseline Interferometry. A simple optical interferometric imaging system can be obtained by replacing the aperture of a single telescope with a non-redundant mask. Radio interferometric methods can be to reconstruct the images. The absence of certain spatial frequency information can lead to the loss in the dynamic range in the reconstructed images - more so for extended sources like the Sun. An array of telescopes can be cleverly chosen with an optimum value of diameter and the separation between the telescopes so as to record information at all the spatial frequencies of an equivalent monotlithic teleseope. The bispectrum technique can then be extended to process speckle interferograms (Pehlemann, E. and von der Lühe, 1989, Reinheimer and Weigelt, 1987).

## Chapter 2

## Estimation of Fried's Parameter for the Speckle Data

In general, the transfer function of an instantaneous image is an inseparable combination of the transfer function of the atmosphere and that of the telescope (Ricort and Aime, 1979). However, in the case of a long exposure image, the transfer function can be written as the product of the transfer function of the atmosphere and that of the telescope (Roddier, 1981). Hence, if $r_{0}$ is known, a long exposure image can be deconvolved (using the theoretical expression for the long exposure transfer function and linear filters like optimal and Wiener filtering; see Press et al., 1993; Gonzalez and Wintz, 1977) and the resulting image can be subjected to scientific study.

As the degradation produced by the atmosphere varies both with space (direction) and time, in stellar speckle interferometry the PSF is usually obtained by observing a point object in the direction close to the extended object, immediately before or after recording its image. An ensemble average of the power spectrum of the PSF (known as Speckle Transfer Function (STF)) is estimated from the recorded data and then used to compensate for the attenuation of the Fourier amplitudes of the object. Due to ubiquitous solar light, it is impractical to locate a point object in the sky during day-time
observations. Consequently, in solar speckle interferometry, the Fourier amplitudes of the object are compensated using a theoretical transfer function, derived first by Korff (1973). Again, knowledge of $r_{0}$ is essential to estimate the theoretical STF.

Several methods have been reported in the literature for estimating this parameter from solar images (Brandt, 1969, 1970; Aime et al., 1978; Roddier, 1981; von der Lühe, 1984a; Seykora, 1993). We briefly describe three of these methods in Section 2.1. In Section 2.2, we present the details of our speckle data. In Section 2.3, we describe the various preprocessing methods. In the last section, we present the details of the estimation of $r_{0}$ using one of the aforementioned methods depending upon the nature of our speckle data.

### 2.1 Methods for Estimation of $r_{0}$

### 2.1.1 From Angle-of-arrival Fluctuations

Fried (1965) expanded the phase of the wave-front over a circular aperture (for example, at the entrance pupil of a telescope) in terms of a series of orthonormal polynomials, each representing a specific geometrical shape and found that the coefficient of the linear term is much larger than that of the spherical and quadratic terms for a given $r_{0}$ and diameter $D$ of a telescope. He concluded that the random tilting of the wave-front is the major distortion. The random tilting of the wave-front from its average position causes fluctuations in the angle-of-arrival of the light rays (assumed to be normal to the surface of the wave-front). If $\beta_{\mathbf{x}}$ and $\beta_{\mathbf{y}}$ denote the fluctuations in the angle-of-arrival in $x$ and $y$ directions respectively, then the resultant fluctuation $\left\langle\beta^{2}\right\rangle$ is given by (Fried, 1975)

$$
\begin{equation*}
\left\langle\beta^{2}\right\rangle \equiv\left\langle\beta_{x}^{2}\right\rangle+\left\langle\beta_{y}^{2}\right\rangle=0.357 \lambda^{2} r_{0}^{-5 / 3} D^{-1 / 3} \tag{2.1}
\end{equation*}
$$

From Equation 2.1, it is clear that:

1. For a given $r_{0}$ (i.e. for given seeing conditions), the mean square fluctuation in the angle-of-arrival of the light rays decreases as the diameter of the telescope increases; that is, for large telescopes, fluctuations are negligible.
2. For a given $D$, the mean square fluctuation in the angle-of-arrival of the light rays decreases as $r_{0}$ increases; i.e., the image motion is small when the seeing is good.

The fluctuations in the angle-of-arrival of the light rays cause image motion at the focal plane of a telescope. The image of a point source obtained using small and medium sized telescopes moves randomly in the focal plane and the magnitude of the displacement depends on the seeing conditions. By carefully measuring the random displacement of the centroid of the image, the mean square fluctuation in the angle-ofarrival and $r_{0}$ can be estimated (Equation 2.1).

Error estimation: The error $\delta \beta$ in the measurement of $\beta$ is approximately equal to the error $\delta \theta$ in the measurement of the displacement. The error $\delta r_{0}$ in the estimation of $r_{0}$ is given by $\delta r_{0}=1.2 r_{0} \delta \theta / \beta$. Thus, $\delta r_{0}$ is directly proportional to the error or accuracy in the measurement of the displacement. In order to achieve higher accuracy in the measurement of the displacements, higher spatial sampling is necessary.

Application to Images of Extended Sources: When applied to images of extended sources, it is found that only high frequency components of the image contribute substantially to the image motion. This can be proved in the following way: The fluctuation in the angle-of-arrival can be evaluated using an equation of the form

$$
\begin{align*}
\left\langle\left(a_{L}\right)^{2}\right\rangle & =\left(\pi D^{2} / 4\right)\left(\Delta_{C}-\Delta_{L}\right) \\
& =\left(\pi D^{2} / 4\right) \frac{1}{R^{2}} \int_{0}^{D} r d r\left[\mathcal{F}_{C}(r, D)-\mathcal{F}_{L}(r, D)\right] \mathcal{D}(r) \tag{2.2}
\end{align*}
$$

where the symbols have same meaning as in Fried's paper (1965), except that the Gothic font style of the symbols have been replaced by Calligraphic font style. Substituting
the functions from Equations. (5.6a) and (5.6b) of that paper, we obtain

$$
\begin{equation*}
\left\langle\left(a_{L}\right)^{2}\right\rangle=\int_{0}^{D} \mathcal{F}(r) d r=0.883\left(\pi D^{2} / 4\right) /\left(r_{0} / D\right)^{5 / 3} \equiv A\left(D, r_{0}\right) \tag{2.3}
\end{equation*}
$$

Separating the integral representing $\left\langle\left(a_{L}\right)^{2}\right\rangle$ into two parts, first with limits 0 to $D / 2$ and the second with limits $D / 2$ to $D$, we find

$$
\begin{align*}
\left\langle\left(a_{L}\right)^{2}\right\rangle & =\int_{0}^{D / 2} \mathcal{F}(r) d r+\int_{D / 2}^{D} \mathcal{F}(r) d r \\
& =A\left(D / 2, r_{0}\right)+\left[A\left(D, r_{0}\right)-A\left(D / 2, r_{0}\right)\right] \\
& =A\left(D, r_{0}\right) / 2^{21 / 3}+A\left(D, r_{0}\right)\left(2^{11 / 3}-1\right) / 2^{11 / 3} \tag{2.4}
\end{align*}
$$

The ratio of the second part to the first part of the this equation is $\approx 11.699$. Calling the spatial frequency components less than $D / 2 \lambda$ as 'low' spatial frequency components and the rest as 'high' spatial frequency components, we conclude that 'high' frequency components contribute more to the image motion than the 'low' frequency components. The relative shift of an image with respect to a reference image can be estimated using a cross-correlation technique (von der Lühe, 1983) in terms of pixel/sub-pixel units and the variance can be estimated in arc seconds. The cross-correlation is highly sensitive to the low frequency components. This is due to the fact that the strength of the low frequency components is higher than that of the high frequency components in the Fourier domain. Thus image motion estimated using cross-correlation technique would mainly be determined by low frequency components. As the contribution of the low frequency components to the image motion is relatively small, any attempt to estimate the image r.m.s. motion (using cross-correlation technique) without removing low frequency components, would lead to a small value for the variance and consequently a large value for $r_{0}$. The low frequency components can be removed either by fitting and subtracting a surface of the form $B(x, y)=a_{0}+a_{1} \cdot x+a_{2} \cdot y+a_{3} \cdot x y$ from the image or by a Fourier high-pass filter. It should be noted that Smithson and Tarbell (1977) and von der Lühe (1983) have pointed out the need for subtracting a bi-linear fit from the data to avoid the shift in the peak of the auto-correlation function due
to the presence of linear trends. We find that such a procedure always essential while estimating $r_{0}$ from the image motion.

Limitations of the method: Since the variance of the image motion reduces drastically with increase in the size of the aperture, it becomes difficult to estimate it accurately. Moreover, blurring becomes a major component of the seeing for large apertures. Thus estimating the Fried's parameter using image motion may not be suitable for relatively large $\left(D \gg r_{0}\right)$ telescopes. However, it can be used while observing with small and medium size telescopes.

This method demands high spatial sampling. For example, to estimate $r_{0}$ with an accuracy of $10 \%$, given $r_{0}=5 \mathrm{~cm}, \lambda=6563 \AA$, and $D=30 \mathrm{~cm}$, image motion has to be measured with an accuracy of 0.1 arc sec. The accuracy is limited by the spatial sampling of the image. The accuracy can be improved by a factor of two using an interpolation algorithm (Niblack, 1986) for determining the peak of the crosscorrelation function. This would imply that the sampling must be approximately 3 pixels per diffraction limit. For $D=0.15$ with other parameters the same as given above and again assuming an accuracy of half-a-pixel, the spatial sampling needed would be nearly 5 pixels per diffraction limit. For small telescopes, this would mean magnification of the image at least by a factor of 3 . When filters with bandwidths of 0.5 to $1 \AA$ are used, the light level would be decreased drastically.

The motion of the image at the focal plane is equivalent to the change in the tilt of the isophase surface of the wave-front at the aperture plane. The change in the tilt occurs within a duration of a few milliseconds (typically 10 ms ). To measure the consecutive positions of the image exactly, the exposure time for each of the recorded image of a sequence should be less than or of the order of 10 ms . Thus, for faint stars, light level becomes a serious problem. Moreover, the seeing conditions do not remain constant for a long time and a large number of frames have to be recorded in a short ( $\sim$ one minute for solar observations (von der Lühe, 1993)) duration to achieve
statistically significant results. Thus, the need for short exposure times to freeze the atmosphere and the the need for high frame rate are some of the constraints on this method.

It has been mentioned in the literature that one of the major drawbacks of this method is that the image motion due to the atmosphere cannot be distinguished from that due to improper tracking and vibrations of the telescope. In other words, this method is highly susceptible to tracking errors and can lead to incorrect estimation of the image motion due to the atmosphere. However, by spectral decomposition of the image motion, as seen above, one can indeed distinguish between the two. An alternate scheme that is insensitive to the tracking errors, popularly known as DIMM, has been developed by Fried (1975) and others (Sarazin and Roddier, 1990). It consists of two small apertures mounted on a single tracking system, separated by some distance. $r_{0}$ is estimated from the mean square value of the difference in the angle-of-arrival fluctuations.

### 2.1.2 Power Spectrum Equalisation Method

In this method (Castleman, K. R., 1979; Stockham et al., 1975; Huang et al., 1971; Andrews and Hunt, 1977), first the degraded image is segmented into square regions that are large compared to the extent of the degrading point spread function. For each segment, the power spectrum is estimated and the logarithm of power spectra are added together and an average (i.e., geometric mean) power spectrum is obtained. If the scene under consideration is complex enough, the signal components tend to average out in the log power spectrum. The degrading transfer function does not get averaged out as it is constant throughout the region (as long as the region is smaller than an isoplanatic patch). In the absence of noise, the average power spectrum, approximately converges to the logarithm of the squared magnitude of the degrading transfer function. An important assumption in this method is that the object and
the noise power spectrum are stationary. Though the atmospheric turbulence is not strictly stationary, it is believed to be locally homogeneous and isotropic and hence this method can be applied to long-exposure images.

Implementation of the method: We implemented the following procedure to obtain the Full Width at Half Maximum (FWHM) of the degrading PSF from a single long exposure image.

Step 1: Divide the image into a number of segments, each of half the size of the original segment.

Step 2 : Multiply the segments by a $100 \%$ Hanning window. This is basically to reduce the 'leakage error' (Bracewell, 1986).

Step 3: Estimate the power spectrum of these segments.
Step 4 : Estimate the noise as the standard deviation of the power spectrum values of those pixels, that are beyond the diffraction limit.

Step 5: Subtract the estimated noise from the power spectrum. Replace any small negative values of the order of $10^{-5}$ by zeros.

Step 6 : Find the average $\log$ power spectrum of all the segments.
Step 7 : Find the square-root of the average (ie., geometric mean) power spectrum of the images and divide it by the telescopes transfer function.

Step 8 : Find the inverse Fourier transform of the resulting function to obtain the PSF.

Step 9 : Fit 1-D Gaussian to the cross-sections of the PSF (along $x$ and $y$ directions) and estimate the FWHM. The average value of the FWHM is converted into radians and then $r_{0}$ is estimated as $\lambda /$ FWHM

Error Estimation: If $\delta \theta$ is the error in the estimation of the FWHM corresponding to an error of $\delta r_{0}$ in $r_{0}$, then the error $\delta r_{0}$ in the estimation of $r_{0}$ is $\delta r_{0}=$ $r_{0}^{2} \delta \theta / \lambda=r_{0} \delta \theta /\left(\lambda / r_{0}\right) . \delta \theta$ is decided by the spatial sampling in the image. Again, we find that high spatial sampling reduces the error involved in the determination or $r_{0}$. However, for a given spatial sampling, error will be less for bad seeing conditions. In other words, higher the $r_{0}$, higher will be the error, for a given spatial sampling.

### 2.1.3 Spectral Ratio Method

In this method (von der Lühe, 1984a), the ratio $\epsilon$ of the squared modulus of the average Fourier transform of an image to the ensemble average of its modulus squared Fourier transform is used as a diagnostic of the seeing conditions at the time of observations. It is called 'spectral ratio' and is a function of the telescope and the seeing conditions alone. If the object under consideration contains structures beyond $\mathbf{q}=\alpha$, where $\mathbf{q} \equiv \mathbf{f} /(D / \lambda)$ is the normalised spatial frequency, $\mathbf{f}$ is the spatial frequency and $\alpha \equiv r_{0} / D$ is the modified Fried's parameter, then $\epsilon$ steeply decreases beyond this limit. When the ensemble average of $\epsilon$ is expressed as a function of $\alpha$ and $\mathbf{q}$, isocontour lines satisfy the relation,

$$
\begin{equation*}
\alpha=A \cdot q^{B}, \forall \alpha \leq 0.3 \tag{2.5}
\end{equation*}
$$

where and $A$ and $B$ are constants. While applying this method to real data, first the theoretical value of the spectral ratio is estimated and constants $A$ and $B$ are determined for various values of $\epsilon$. A log-log plot of $E(\epsilon(\mathrm{q}))$ vs. q is then obtained for the observed data and the ratio obtained from theoretical models is overplotted. The normalised frequency $q$ at which the slopes of the theoretical and observed spectral ratios match closely is determined and the corresponding spectral ratio is identified. Then the constants $A$ and $B$ corresponding to the identified spectral ratio are inserted in Equation 2.5 and $\alpha$ and $r_{0}$ are determined. The following two conditions should be met for the successful application of this method: (1) The total duration of observation
should be short enough to justify ergodicity hypothesis, (2) The total number of images recorded should be large enough to ensure that the arithmetic average is equal to the ensemble average.

Error Estimation: If $\delta A, \delta B$ and $\delta \mathbf{q}$ are the errors in the measurement of $A, B$ and q respectively, then the most probable error $\delta r_{0}$ (Bevington and Robinson, 1992) in the measurement of $r_{0}$ is $\delta r_{0}=r_{0}\left[(\delta A / A)^{2}+(\delta \mathbf{q} / \mathbf{q})^{2}+(\delta B \log \mathbf{q})^{2}\right]^{1 / 2}$. Thus, the accuracy of the result depends on the accuracy of the measurements of $A(\epsilon)$ and $B(\epsilon), \mathbf{q}$ and $|\mathbf{q}| . \delta \mathbf{q}$ can be assumed to be equal to the smallest spacing in the Fourier domain expressed in normalised spatial frequency units. If we assume that $A$ and $B$ are measured with high accuracy such that $\delta A=0$ and $\delta B=0$, then the percentage error in $r_{0}$ is proportional to the percentage error in $\mathbf{q}$. As $|\mathbf{q}|$ is limited to the range 0.2 to 0.3 (von der Lühe, 1984a), the accuracy of the estimation increases when $|\delta \mathbf{q}|$ is small. In other words, better accuracy can be obtained when this method is used for large ( $D \gg r_{0}$ ). Even when $\delta B$ is non-zero, error in $r_{0}$ is less when $|\mathbf{q}|$ is small as implied by the third term in $\left(\delta r_{0}\right)^{2}$. Unlike the methods described earlier, this method does not demand very high spatial sampling.

### 2.2 Data

Kodaikanal Observatory Data: Speckle and interferometric imaging observations were performed on 2nd, 3rd and 4th August 1998 between 1 and 5:30 UT, with the 38 cm tunnel telescope of the Kodaikanal Observatory (KO) (Bappu, 1967) using a re-imaging unit shown in Figure 2.1. The pupil plane was re-imaged using a 300 mm $f / 5$ collimator. A 5 mm aperture and a filter with $160 \AA$ bandpass, centered at $6520 \AA$, were placed in the diverging beam close to the collimator. A non-redundant mask (NRM, Figure 2.2) containing seven identical holes, each of diameter 300 micron was placed in the collimated beam. 1 mm on the mask plane corresponded to 12 mm on
the original pupil plane. The collimated beam was focused on to the EEV ${ }^{\mathrm{TM}}$ camera P46582 consisting of 578 by 576 pixels of size 15 by 22.5 micron. The images were acquired using a DT2861 frame grabber card which also re-sampled each row of the image into 512 pixels. Only the central 128 by 64 pixels were activated using the hardware windowing capability of the frame grabber card and used to record the image of a pinhole of 1.5 mm diameter. This resulted in a circular field-of-view of about 8.25 arc sec in size, with 0.0931 arc sec per pixel along a row and 0.12375 arc sec per pixel along a column. The theoretical resolution limit of the telescope is 0.43 arc sec at $6520 \AA$. Several sets of images of a few sunspots and pores were recorded. Each set


Figure 2.1: The Re-imaging unit consists of: pinhole $P H$, which selects a portion of the Sun's image; Aperture $A$ of 5 mm diameter; $\mathrm{H}_{\alpha}$ filter $F$; Collimating lens $L I$; side view of the mask $M(s)$; face on view of the mask $M(f)$; camera lens $L 2$; Charge Coupled Device (CCD).
consisted of four sequences separated by about 17 s . After the first two sequences, the mask was removed facilitating speckle imaging of the same region for the remaining two


Figure 2.2: Mask configuration.
sequences. Each subset consisted of sixteen frames (the maximum number of buffers available in the frame grabber card) with an exposure time of 9 ms and 1 ms each for interferometric and speckle imaging respectively. The interval between the consecutive frames in a subset was about 88 ms . The observations were accompanied by regular dark-current and flat-field (defocused quiet regions) images.

Uttar Pradesh State Observatory Data: Four sequences of images of an isolated sunspot and three sequences of images of a spot pair were recorded on on 2nd June 1999 between 1:17 and 3:20 UT with the 15 cm Coude telescope of Uttar Pradesh State Observatory (Verma, 1999). The primary image was magnified using a Barlow lens. A Halle- $\mathrm{H}_{\alpha}$ filter with $0.5 \AA$ bandwidth was placed near the focus. A 12 bit EEV37 camera consisting of 512 by 512 pixels of size 15 micron, cooled by a liquid circulatory unit,
was used to record 1000 frames per sequence at the rate of $\sim 40$ frames per second with an exposure time of 7 ms per frame. The recorded field-of-view was 65 by 65 arc sec in size with 0.65 arc sec per pixel. Five dark current and 100 flat-field (twilight sky) frames were recorded. The theoretical resolution limit of the telescope is 1.1 arcsec at $6563 \AA$ A.

Udaipur Solar Observatory Data: Sixteen sequences of images of a sub-flare region and twenty eight sequences of images of another sub-flare region, both belonging to the NOAA AR8898 were recorded on 9th March 2000 between 5:30 and 7:00 UT with the 13.5 cm Coude telescope of Udaipur Solar Observatory (Ambasta, 1999). The selected region of the primary image was re-imaged using a combination of two lenses. A Halle- $\mathrm{H}_{\alpha}$ filter with $1 \AA$ bandwidth was placed between the two lenses. The 8 bit Photometric CCD camera consisting of 768 by 493 pixels of size 11 by 13 micron was used to record 100 frames per sequence at the rate of 1.2 frames per second with an exposure time of 20 ms per frame. The recorded field-of-view was 57.6 by 67.8 arc sec with 0.45 arcsec per pixel along a row and 0.53 arcsec per pixel along a column. The theoretical resolution limit of the telescope is 1.22 arc sec at $6563 \AA$.

### 2.3 Pre-processing

Dark and Flat-field Corrections: Average dark and flat-field images are obtained from the recorded series of dark and flat-field images. The images of the object are corrected using the standard procedure (McLean, 1989). When the flat-field images contain artifacts due to dust specks, the procedure described by von der Lühe (1993) is adopted to minimise their effect. However, it should be noted that Equation 4 of that paper is erroneous and should be modified to

$$
\begin{equation*}
\bar{f}(x)=\frac{a(x)}{\bar{a}(x)}[f(x)-d(x)]+d(x) \tag{2.6}
\end{equation*}
$$

where the symbols have the same meaning as mentioned in that paper.

Registration: In general, a sequence of images obtained from a ground based telescope will have motion due to atmosphere as well as imperfect tracking. While the former has relatively higher contribution from high spatial frequency components (Sec 2.1.1, Page 17, 19) the latter has uniform contribution from low and high frequency components and is coherent over the entire field-of-view. The images of the sequence can be aligned using cross-correlation technique (von der Lühe, 1983). When used to align the images that contain a large number of isoplanatic patches, this technique would detect only the coherent motion of the entire-field of view. This fact is used to align the images to account for tracking errors alone. To detect the image motion due to atmosphere, the images have to be segmented into several isoplanatic patches and a bi-linear least square surface has to be subtracted from each of segments. The cross-correlation gives the amount of shift needed to align a given image with a reference image with pixel accuracy. However, the accuracy can be improved by a factor of two using an interpolation method (Niblack, 1986). The necessary shifts are incorporated by multiplying the Fourier transform of the image by a phase factor $\exp \left(2 \pi \mathrm{~J}\left(k_{x} x / m+k_{y} y / n\right)\right)$, where $m$ and $n$ are the number of pixels along a row and column of the image respectively and $x$ and $y$ are the required shifts in the corresponding directions. Functions f_ccorr. pro and sushift. pro written in IDL for these purposes have been included in Appendix:A.

De-stretching: When the field-of-view of the recorded image is much larger than the size of the isoplanatic patch, different portions of the image move differently and hence the image gets distorted. The process of removing the effects of anisoplanatic image motions from a time series of images is called de-stretching (November, 1986; Topka, Tarbell and Title, 1986). For de-stretching our images, we used the software package developed by the scientific staff of Sacramento Peak Observatory. The package was provided by Prof. Steve Keil (Keil, 2000) of the observatory.

Frame Selection: Most often it is convenient to select the best images from a series of images for further analysis (reference image in de-stretching, for example). A few bad images of a series of images recorded during moderate seeing conditions can significantly alter the gain obtained from a few best images. We characterised each image by its contrast (or sharpness) and identified the image having the highest contrast as the best image of the series. The contrast is estimated as the ratio of the sum of mean square intensity gradient in $x$ and $y$ directions and the mean intensity squared (Scharmer, 2000).

$$
\begin{equation*}
C=\sum_{m, n}\left((I(m+d, n)-I(m, n))^{2}+(I(m, n+d)-I(m, n))^{2}\right) /(\bar{I})^{2}, \tag{2.7}
\end{equation*}
$$

where $d$ can be selected as the number of pixels within the diffraction limit or a pixel more than that.

Frame Segmentation: The step after pre-processing and de-stretching a sequence of images is to divide each image into several overlapping segments that are smaller than the typical size of the isoplanatic patch. We followed the procedure described by von der Lühe (1993). We repeat the segmentation process for all the images of a sequence and form a 'sub-image sequence' with the corresponding segments of the sequence. We estimate $r_{0}$ for each sub-image sequence.

### 2.4 Estimation of $r_{0}$

### 2.4.1 KO Data

As mentioned earlier, the frame grabber re-sampled the image along a row. Moreover, the video input supplied by the camera was ac-coupled and dc-restored. Thus, there was no one-to-one correspondence between the pixels in the CCD and the digitised images. Because of these reasons, we could not do meaningful flat-field corrections.

However, while analysing the speckle data, we selected only those small scale features that were away from the location of dust specks in the flat-field images. We used the frame to frame motion of the features as an indicator of their solar origin. We selected rectangular windows, centered at the feature of interest from the recorded images and re-sampled them to have identical plate scale along the rows and columns. We destretched the images when the selected field-of-view exceeded 4 arc sec. We estimated $r_{0}$ using spectral ratio method for a few data sets. For two sub-sets (consisting of 16 images) of a pore region, (comprising 4 overlapping segments, each of $\sim 3 \mathrm{arcsec}$ ) the average value was found to be $9 \pm 3 \mathrm{~cm}$. For two sub-sets (consisting of 16 images) of a sunspot region, (comprising 4 overlapping segments, each of $\sim 3 \mathrm{arcsec}$ ) the average value was found to be $7 \pm 3 \mathrm{~cm}$. The huge error bars could be due to estimating $r_{0}$ from just 16 frames. Moreover, in the absence of flat-field images, noise could not be estimated reliably. In a few cases, the observed spectral ratio was found to be close to unity till the diffraction limit.

### 2.4.2 UPSO Data

The images of the three sequences of a sunspot and four sequences of a spot pair were pre-processed using the procedure described in the previous section. The registered, rescaled images had 128 pixels in either directions with a field-of-view of 62.4 arc sec square.

Estimation of $r_{0}$ from angle-of-arrival fluctuations: The registered images were divided into a number of overlapping segments as explained earlier and $r_{0}$ was estimated for each segment, using all the corresponding segments of the sequence of ( $\sim 920$ ) images as explained in Section 2.1.1 (Page 17). A bilinear least square surface was fitted to each segment and subtracted from it before estimating cross-correlation. Three different sizes of the segments were considered, namely 8 by 8 pixels corresponding to
3.9 arc sec square (leading to a total of 961 segments), 16 by 16 pixels corresponding to 7.8 arc sec square ( 225 segments), and 32 by 32 pixels corresponding to 15.6 arcsec square ( 49 segments). Tables $2.1,2.2$ and 2.3 show, respectively, the estimated values of $r_{0}$ along with error bars for the three different segment sizes for a sequence of the spot pair. It was found that the smaller the segment size, the larger the errors in the estimation. For segments of size 8 by 8 pixels, the average value was $11.7 \pm 5.2 \mathrm{~cm}$; for segments of size 16 by 16 pixels, the average value was $5.8 \pm 1.5 \mathrm{~cm}$; and for segments of size 32 by 32 pixels, the average value was $8 \pm 7 \mathrm{~cm}$. This is understandable, because for smaller segments the number of pixels in a segment are less, the signal-to-noise ratio is poor and hence the correlation breaks down. Fourier transforms may not give correct results when the array size is very small. Also it was found that, for the segment size of 32 by 32 pixels, 17 out of 49 segments (Table 2.3) have relatively large error bars. A more careful inspection revealed that location of these segments correspond either to the edges of the field-of-view or to edges of the sunspot. Errors can occur in the former case because of the change of scene near the edges after registration. In the case of sunspots, errors can occur if the segment does not cover them completely. However, the errors are relatively large for the segments near the edges of the field-of-view. Neglecting these 17 segments while estimating the average gives a value of $3 \pm 0.4 \mathrm{~cm}$. For larger segments, anisoplanatic effects may dominate. However this does not appear to be a serious problem, as more than $75 \%$ of the estimates have low error bars in this case (the remaining $25 \%$ correspond to the edges of the field-of-view or of the sunspots). Thus, the optimum size was found to be 32 pixels; it allows us to estimate $r_{0}$ for a majority of the segments with about $25 \%$ accuracy.

The procedure was repeated for a few more sequences and the trend was found to be similar. Thus, we concluded that the average value of $r_{0}$ for the sequences is $3.7 \pm 0.7 \mathrm{~cm}$. The images have been recorded at a fast rate and the time interval between the images is $\sim 25 \mathrm{~ms}$. Thus each recorded image corresponds to one particular state of the atmosphere. Therefore, these images are well suited for estimating $r_{0}$ from angle-of-
arrival fluctuations. As mentioned in Section 2.1.1, higher sampling would improve the accuracy of the estimated values.

Power-spectrum equalisation method: An average image was obtained by adding all the images of the registered, de-stretched sub-image sequence and $r_{0}$ was estimated along with error bars using the procedure explained in the Section 2.1.2. Three different segment sizes were considered. It was found that the spatial variation of $r_{0}$ was very less (standard deviation $\sim 10^{-5}$ ), indicating that $r_{0}$ was more or less same for the entire field of view. The error bars were found to be small for the segment size of 32 by 32 pixels. Thus the trend is similar to that obtained from angle of arrival fluctuations - namely, the error is less when $r_{0}$ is estimated for a segment of size 32 by 32 pixels. As the size of the image should be larger than the degrading PSF, segments of size 8 by 8 pixels were not considered. For the sequence, for which $r_{0}$ values estimated from angle-of-arrival fluctuations have been presented in Tables 2.2 and 2.3, this method gives an average value of $8.5 \pm 2.6 \mathrm{~cm}$ and $3.12 \pm 0.17 \mathrm{~cm}$ respectively. The values were similar for the other sequences too. As the error bars are less for segments of 32 by 32 pixels we conclude that the average value of $r_{0}$ is $3 \pm 0.17 \mathrm{~cm}$ for all the observed sequences.

Spectral ratio method: We estimated $r_{0}$ using the spectral ratio method for all the registered, de-stretched image sequences. We restricted the analysis to only segments of size 16 by 16 pixels ( 7.8 arc sec square). For each sequence, the images were divided into 225 overlapping segments and $r_{0}$ was estimated for all the segments. For all the sequences, the average value of $r_{0}$ was found to be $3.26 \pm 0.57 \mathrm{~cm}$.

Table 2.4 shows average values of $r_{0}$ estimated using all the three methods for all the sequences.


Table 2.1: $r_{0}$ estimated from angle-of-arrival fluctuations, for a sequence of images of a spot pair with a segment size of 8 by 8 pixels ( $\sim 4 \mathrm{arcsec}$ ): $S$ is segment number, and $r_{0}$ the corresponding Fried's parameter.

| S | $\mathrm{r}_{0}(\mathrm{~cm})$ | S | $\mathrm{ra}_{0}(\mathrm{~cm})$ | S | $\mathrm{r}_{0}(\mathrm{~cm})$ | S | $\mathrm{r}_{0}(\mathrm{~cm})$ | S | $\mathrm{r}_{0}(\mathrm{~cm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $5.70 \pm 1.4$ | 46 | $5.60 \pm 1.3$ | 91 | $8.10 \pm 2.6$ | 136 | $6.20 \pm 1.6$ | 181 | $4.40 \pm .90$ |
| 2 | $5.60 \pm 1.3$ | 47 | $5.40 \pm 1.3$ | 92 | $9.10 \pm 3.2$ | 137 | $10.3 \pm 4.1$ | 182 | $5.80 \pm 1.4$ |
| 3 | $5.90 \pm 1.5$ | 48 | $6.10 \pm 1.5$ | 93 | $5.50 \pm 1.3$ | 138 | $7.00 \pm 2.0$ | 183 | $5.00 \pm 1.1$ |
| 4 | $6.00 \pm 1.5$ | 49 | $5.40 \pm 1.2$ | 94 | $4.80 \pm 1.0$ | 139 | $5.30 \pm 1.2$ | 184 | $6.20 \pm 1.6$ |
| 5 | $5.60 \pm 1.3$ | 50 | $6.00 \pm 1.5$ | 95 | $5.30 \pm 1.2$ | 140 | $5.00 \pm 1.1$ | 185 | $5.10 \pm 1.1$ |
| 6 | $5.20 \pm 1.2$ | 51 | $5.50 \pm 1.3$ | 96 | $6.30 \pm 1.7$ | 141 | $5.70 \pm 1.4$ | 186 | $6.40 \pm 1.7$ |
| 7 | $6.90 \pm 1.9$ | 52 | $5.70 \pm 1.4$ | 97 | $5.40 \pm 1.3$ | 142 | $5.40 \pm 1.2$ | 187 | $4.90 \pm 1.0$ |
| 8 | $5.30 \pm 1.2$ | 53 | $10.4 \pm 4.2$ | 98 | $6.00 \pm 1.5$ | 143 | $6.20 \pm 1.6$ | 188 | $5.60 \pm 1.3$ |
| 9 | $6.40 \pm 1.7$ | 54 | $6.10 \pm 1.5$ | 99 | $6.70 \pm 1.9$ | 144 | $6.20 \pm 1.6$ | 189 | $5.30 \pm 1.2$ |
| 10 | $5.60 \pm 1.3$ | 55 | $5.30 \pm 1.2$ | 100 | $7.60 \pm 2.3$ | 145 | $7.20 \pm 2.1$ | 190 | $4.40 \pm .90$ |
| 11 | $5.60 \pm 1.3$ | 56 | $7.60 \pm 2.3$ | 101 | $7.90 \pm 2.5$ | 146 | $6.70 \pm 1.9$ | 191 | $4.70 \pm 1.0$ |
| 12 | $5.00 \pm 1.1$ | 57 | $5.60 \pm 1.3$ | 102 | $11.9 \pm 5.3$ | 147 | $5.70 \pm 1.4$ | 192 | $4.60 \pm .90$ |
| 13 | $5.30 \pm 1.2$ | 58 | $5.40 \pm 1.2$ | 103 | $6.10 \pm 1.6$ | 148 | $6.30 \pm 1.7$ | 193 | $6.90 \pm 1.9$ |
| 14 | $6.40 \pm 1.7$ | 59 | $5.10 \pm 1.1$ | 104 | $5.80 \pm 1.4$ | 149 | $6.80 \pm 1.9$ | 194 | $5.70 \pm 1.4$ |
| 15 | $6.10 \pm 1.6$ | 60 | $7.50 \pm 2.3$ | 105 | $5.60 \pm 1.3$ | 150 | $7.90 \pm 2.5$ | 195 | $7.00 \pm 2.0$ |
| 16 | $6.50 \pm 1.7$ | 61 | $6.70 \pm 1.9$ | 106 | $6.50 \pm 1.7$ | 151 | $6.70 \pm 1.9$ | 196 | $5.40 \pm 1.2$ |
| 17 | $5.50 \pm 1.3$ | 62 | $5.10 \pm 1.1$ | 107 | $5.50 \pm 1.3$ | 152 | $6.60 \pm 1.8$ | 197 | $6.40 \pm 1.7$ |
| 18 | $7.20 \pm 2.1$ | 63 | $5.90 \pm 1.4$ | 108 | $4.90 \pm 1.0$ | 153 | $5.80 \pm 1.4$ | 198 | $5.80 \pm 1.4$ |
| 19 | $6.20 \pm 1.6$ | 64 | $6.50 \pm 1.7$ | 109 | $5.10 \pm 1.1$ | 154 | $4.80 \pm 1.0$ | 199 | $3.90 \pm .70$ |
| 20 | $4.20 \pm .80$ | 65 | $5.70 \pm 1.4$ | 110 | $5.20 \pm 1.1$ | 155 | $4.90 \pm 1.0$ | 200 | $4.40 \pm .80$ |
| 21 | $5.80 \pm 1.4$ | 66 | $5.40 \pm 1.2$ | 111 | $5.30 \pm 1.2$ | 156 | $4.90 \pm 1.0$ | 201 | $4.80 \pm 1.0$ |
| 22 | $5.10 \pm 1.1$ | 67 | $5.30 \pm 1.2$ | 112 | $6.60 \pm 1.8$ | 157 | $4.60 \pm .90$ | 202 | $3.90 \pm .70$ |
| 23 | $6.40 \pm 1.7$ | 68 | $5.80 \pm 1.4$ | 113 | $6.90 \pm 2.0$ | 158 | $4.90 \pm 1.0$ | 203 | $4.20 \pm .80$ |
| 24 | $5.30 \pm 1.2$ | 69 | $5.60 \pm 1.3$ | 114 | $5.10 \pm 1.1$ | 159 | $4.90 \pm 1.0$ | 204 | $4.00 \pm .70$ |
| 25 | $5.20 \pm 1.2$ | 70 | $5.60 \pm 1.3$ | 115 | $4.90 \pm 1.0$ | 160 | $5.70 \pm 1.4$ | 205 | $4.50 \pm .90$ |
| 26 | $4.40 \pm .90$ | 71 | $5.00 \pm 1.1$ | 116 | $5.70 \pm 1.4$ | 161 | $12.3 \pm 5.6$ | 206 | $4.70 \pm 1.0$ |
| 27 | $5.30 \pm 1.2$ | 72 | $5.10 \pm 1.1$ | 117 | $5.90 \pm 1.5$ | 162 | $4.90 \pm 1.0$ | 207 | $4.50 \pm .90$ |
| 28 | $4.70 \pm 1.0$ | 73 | $5.30 \pm 1.2$ | 118 | $7.30 \pm 2.2$ | 163 | $6.30 \pm 1.7$ | 208 | $5.90 \pm 1.5$ |
| 29 | $4.80 \pm 1.0$ | 74 | $5.40 \pm 1.2$ | 119 | $9.90 \pm 3.8$ | 164 | $6.00 \pm 1.5$ | 209 | $5.40 \pm 1.2$ |
| 30 | $4.00 \pm .70$ | 75 | $5.70 \pm 1.4$ | 120 | $6.70 \pm 1.9$ | 165 | $6.60 \pm 1.8$ | 210 | $6.40 \pm 1.7$ |
| 31 | $5.30 \pm 1.2$ | 76 | $7.80 \pm 2.4$ | 121 | $9.40 \pm 3.4$ | 166 | $6.40 \pm 1.7$ | 211 | $5.60 \pm 1.3$ |
| 32 | $4.80 \pm 1.0$ | 77 | $5.50 \pm 1.3$ | 122 | $6.60 \pm 1.8$ | 167 | $5.10 \pm 1.1$ | 212 | $5.80 \pm 1.4$ |
| 33 | $5.60 \pm 1.3$ | 78 | $6.00 \pm 1.5$ | 123 | $5.00 \pm 1.1$ | 168 | $5.90 \pm 1.5$ | 213 | $5.80 \pm 1.4$ |
| 34 | $4.90 \pm 1.1$ | 79 | $5.50 \pm 1.3$ | 124 | $4.10 \pm .70$ | 169 | $5.10 \pm 1.1$ | 214 | $4.30 \pm .80$ |
| 35 | $5.40 \pm 1.2$ | 80 | $5.30 \pm 1.2$ | 125 | $4.80 \pm 1.0$ | 170 | $5.30 \pm 1.2$ | 215 | $4.80 \pm 1.0$ |
| 36 | $5.40 \pm 1.2$ | 81 | $5.20 \pm 1.2$ | 126 | $4.90 \pm 1.0$ | 171 | $6.50 \pm 1.7$ | 216 | $4.10 \pm .70$ |
| 37 | $5.70 \pm 1.4$ | 82 | $4.50 \pm .90$ | 127 | $5.80 \pm 1.4$ | 172 | $4.70 \pm 1.0$ | 217 | $4.40 \pm .90$ |
| 38 | $6.10 \pm 1.6$ | 83 | $5.30 \pm 1.2$ | 128 | $5.30 \pm 1.2$ | 173 | $3.60 \pm .60$ | 218 | $4.80 \pm 1.0$ |
| 39 | $5.90 \pm 1.5$ | 84 | $7.80 \pm 2.4$ | 129 | $5.40 \pm 1.3$ | 174 | $4.80 \pm 1.0$ | 219 | $6.00 \pm 1.5$ |
| 40 | $4.70 \pm 1.0$ | 85 | $4.80 \pm 1.0$ | 130 | $6.00 \pm 1.5$ | 175 | $4.60 \pm .90$ | 220 | $5.30 \pm 1.2$ |
| 41 | $5.70 \pm 1.4$ | 86 | $4.90 \pm 1.0$ | 131 | $4.10 \pm .80$ | 176 | $4.80 \pm 1.0$ | 221 | $4.60 \pm .90$ |
| 42 | $5.50 \pm 1.3$ | 87 | $7.10 \pm 2.1$ | 132 | $5.10 \pm 1.1$ | 177 | $9.30 \pm 3.4$ | 222 | $5.00 \pm 1.1$ |
| 43 | $6.30 \pm 1.7$ | 88 | $5.20 \pm 1.1$ | 133 | $8.70 \pm 3.0$ | 178 | $5.10 \pm 1.1$ | 223 | $5.40 \pm 1.3$ |
| 44 | $6.00 \pm 1.5$ | 89 | $5.10 \pm 1.1$ | 134 | $15.7 \pm 8.9$ | 179 | $9.70 \pm 3.6$ | 224 | $4.30 \pm .80$ |
| 45 | $6.30 \pm 1.7$ | 90 | $7.20 \pm 2.1$ | 135 | $6.30 \pm 1.7$ | 180 | $7.10 \pm 2.1$ | 225 | $4.40 \pm .80$ |

Table 2.2: $r_{0}$ estimated from angle-of-arrival fluctuations, for a sequence of images of a spot pair with a segment size of 16 by 16 pixels ( $\sim 8 \operatorname{arcsec}$ ). $S$ is the segment number and $r_{0}$ is the corresponding Fried's parameter.

| S | $\mathrm{r}_{0}(\mathrm{~cm})$ | S | $\mathrm{r}_{0}(\mathrm{~cm})$ | S | $\mathrm{r}_{0}(\mathrm{~cm})$ | S | $\mathrm{r}_{0}(\mathrm{~cm})$ | S | $\mathrm{r}_{0}(\mathrm{~cm})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $3.700 \pm .6000$ | 11 | $22.50 \pm 17.10$ | 21 | $4.200 \pm .8000$ | 31 | $2.600 \pm .3000$ | 41 | $12.50 \pm 5.800$ |
| 2 | $3.100 \pm .4000$ | 12 | $2.700 \pm .4000$ | 22 | $9.000 \pm 3.200$ | 32 | $4.400 \pm .9000$ | 42 | $86.70 \pm 202.0$ |
| 3 | $3.700 \pm .6000$ | 13 | $11.20 \pm 4.700$ | 23 | $5.700 \pm 1.400$ | 33 | $6.200 \pm 1.600$ | 43 | $1.800 \pm .2000$ |
| 4 | $1.900 \pm .2000$ | 14 | $7.000 \pm 2.000$ | 24 | $4.100 \pm .8000$ | 34 | $4.000 \pm .7000$ | 44 | $2.700 \pm .4000$ |
| 5 | $4.100 \pm .7000$ | 15 | $42.20 \pm 54.00$ | 25 | $2.500 \pm .3000$ | 35 | $6.000 \pm 1.500$ | 45 | $2.200 \pm .2000$ |
| 6 | $9.200 \pm 3.300$ | 16 | $5.500 \pm 1.300$ | 26 | $3.000 \pm .4000$ | 36 | $1.900 \pm .2000$ | 46 | $2.100 \pm .2000$ |
| 7 | $4.000 \pm .7000$ | 17 | $4.100 \pm .8000$ | 27 | $13.40 \pm 6.600$ | 37 | $3.200 \pm .5000$ | 47 | $2.800 \pm .4000$ |
| 8 | $2.300 \pm .3000$ | 18 | $2.900 \pm .4000$ | 28 | $33.70 \pm 35.80$ | 38 | $2.100 \pm .2000$ | 48 | $3.700 \pm .6000$ |
| 9 | $3.800 \pm .6000$ | 19 | $3.400 \pm .5000$ | 29 | $3.30 \pm \pm .5000$ | 39 | $2.100 \pm .2000$ | 49 | $3.700 \pm .6000$ |
| 10 | $6.500 \pm 1.700$ | 20 | $16.40 \pm 9.500$ | 30 | $3.000 \pm .4000$ | 40 | $2.200 \pm .2000$ |  |  |

Table 2.3: $r_{0}$ estimated from angle-of-arrival fluctuations, for a sequence of images of a spot pair with a segment size of 32 by 32 pixels ( $\sim 16$ arc sec). $S$ is segment number and $r_{0}$ is the corresponding Fried's parameter.

### 2.4.3 USO Data

All the 28 sequences of images of a sub-flare region were subjected to dark and flatfield corrections and then registered using the procedure described earlier. The size of images in the registered sequences varied from one sequence to the other, with a typical size of 36 by 63.6 arc sec. A comparison of this size with the initial size 57.6 by 67.8 arc sec of the recorded images implies significant tracking errors. For each sequence, a square window of size 36 arc sec was selected from the registered images and then re-sampled to have 128 pixels in either direction. As the tracking of the telescope was poor, it was meaningless to estimate Fried's parameter from the angle-of-arrival fluctuations. The power spectrum equalisation method produced unrealistic values of $r_{0}$. This could be due to the fact that the number of images averaged ( $\sim 90$ ) were not sufficient.

We estimated $r_{0}$ using spectral ratio method. First, we estimated the theoretical spectral ratios using the speckle transfer functions and short exposure transfer functions for various values of $D / r_{0}$, with $r_{0}$ ranging from 2 to 10 cm in steps of 0.1 cm for an array size of 32 by 32 pixels. We estimated the constants $A$ and $B$ (Equation 2.5) for various values of spectral ratios ranging from 0.2 to 0.9 in steps of 0.001 . Then

| Seq. | ARF <br> $(\mathrm{cm})$ | PSE <br> $(\mathrm{cm})$ | SR <br> $(\mathrm{cm})$ | C | RC | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1. | $3.98 \pm 0.73$ | $3.12 \pm 0.17$ | $3.11 \pm 0.88$ | 0.37 | 0.54 | single sunspot |
| 2. | $3.93 \pm 0.74$ | $3.12 \pm 0.17$ | $2.98 \pm 0.79$ | 0.34 | 0.36 | single sunspot |
| 3. | $4.11 \pm 0.80$ | $3.12 \pm 0.17$ | $3.05 \pm 0.83$ | 0.34 | 0.43 | single sunspot |
| 4. | $3.55 \pm 0.62$ | $3.12 \pm 0.17$ | $3.11 \pm 0.88$ | 0.32 | 0.44 | single sunspot |
| 5. | $3.21 \pm 0.51$ | $3.12 \pm 0.17$ | $2.83 \pm 0.71$ | 0.53 | 0.63 | spot pair |
| 6. | $3.42 \pm 0.58$ | $3.12 \pm 0.17$ | $2.86 \pm 0.71$ | 0.53 | 0.61 | spot pair |
| 7. | $3.60 \pm 0.64$ | $3.12 \pm 0.17$ | $2.87 \pm 0.71$ | 0.48 | 0.52 | spot pair |

Table 2.4: Comparison of average value of $r_{0}$ estimated from three different methods for all the sequences. ARF - From angle-of-arrival fluctuations; PSE - Power spectrum equalisation method; SR- Spectral ratio method. Estimates with error bars more than $25 \%$ were neglected while determining the average from angle-of-arrival fluctuations method. C is the correlation coefficient of average contrast of the segments and the corresponding $r_{0}$ estimated from spectral ratio method and RC is the corresponding Spearman's rank correlation coefficient. The significance of rank correlation was less than $10^{-8}$.
we divided the images into segments of size 32 by 32 pixels ( 9 arc sec) and estimated the spectral ratios for each of the segments. By comparing the the slopes of the observed spectral ratios with the theoretical ratios in a $\log -\log$ plot of spectral ratio $\epsilon$ vs. normalised spatial frequency $q$, in the frequency range of 0.1 to 0.4 , we estimated the spectral ratio. Then using the corresponding constants $A$ and $B$, we inferred $r_{0}$. We also estimated the error as described in Section 2.1 (Page 24). We repeated the procedure for all the 28 sequences of images.

Spatial and Temporal variation of $\mathrm{r}_{0}$ : Figures 2.3 to 2.6 show the spatial distribution of $r_{0}$ estimated for all the 28 sequences. For each sequence, we obtained the average value $r_{0}$ over the field-of-view (average of $r_{0}$ values of all the segments). Figure 2.7 shows the variation of $r_{0}$ with time. The time-interval between consecutive sequences was not uniform but varied between 30 seconds to 1 minute. The duration of acquisition of a sequence was $\sim 82$ seconds. Consequently, the time interval is not uniform in the plot. An approximate value of 112 seconds $(82+30 \mathrm{~s})$ has been assumed as an interval between the consecutive estimates. It indicates the variation of $r_{0}$ over an hour duration. Table 2.5 gives the average (spatial average) value of $r_{0}$ for each of the sequences. The linear and Spearman's rank correlation coefficient of the estimated $r_{0}$ values with the average contrast of the segments are also tabulated. We find that in most of the cases, the correlation is significant indicating the fact that higher contrast values correspond to higher $r_{0}$. There are a few sequences where the significance of the rank correlation is more than 0.1.

We estimated $r_{0}$ corresponding to 16 sequences of another sub-flare region in a similar manner. The average value was found to be $3.5 \pm 0.8 \mathrm{~cm}$.

Criticism on Various Methods of Estimating $r_{0}$ : The method of estimation of $r_{0}$ from angle-of-arrival fluctuations demands high spatial and temporal sampling. Image motion caused by improper tracking is coherent over the entire field of view and can be estimated from the low frequency components of the image using cross-correlation technique. However, the results are not accurate for the regions near the edges of the field of view. Moreover, this method is sensitive to the scene (sunspots, for example) under consideration. Power spectrum equalisation method seems to be a more powerful method provided the assumptions of stationarity is valid and the size of the processing image is much larger than the degrading PSF, because, it does not involve any theoretical calculations and the results are obtained through observed data only. But it demands high spatial sampling. Spectral ratio method seems to be the most widely ap-

| Seq. | $r_{0}(\mathrm{~cm})$ | C | RC | S | Seq | $r_{0}(\mathrm{~cm})$ | C | RC | S |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $3.37 \pm 0.59$ | 0.42 | 0.38 | $7 \times 10^{-3}$ | 15 | $3.35 \pm 0.56$ | 0.45 | 0.46 | $8 \times 10^{-4}$ |
| 2 | $3.47 \pm 0.60$ | 0.22 | 0.21 | $1 \times 10^{-1}$ | 16 | $3.04 \pm 0.49$ | 0.66 | 0.77 | $1 \times 10^{-11}$ |
| 3 | $3.52 \pm 0.60$ | 0.29 | 0.32 | $2 \times 10^{-2}$ | 17 | $3.10 \pm 0.52$ | 0.55 | 0.59 | $6 \times 10^{-6}$ |
| 4 | $3.42 \pm 0.58$ | 0.49 | 0.52 | $1 \times 10^{-4}$ | 18 | $3.11 \pm 0.55$ | 0.63 | 0.69 | $3 \times 10^{-8}$ |
| 5 | $3.03 \pm 0.51$ | 0.47 | 0.68 | $5 \times 10^{-8}$ | 19 | $3.02 \pm 0.53$ | 0.68 | 0.73 | $1 \times 10^{-9}$ |
| 6 | $3.20 \pm 0.56$ | 0.56 | 0.72 | $6 \times 10^{-9}$ | 20 | $3.24 \pm 0.54$ | 0.42 | 0.43 | $1 \times 10^{-3}$ |
| 7 | $3.18 \pm 0.53$ | 0.68 | 0.71 | $1 \times 10^{-8}$ | 21 | $3.08 \pm 0.54$ | 0.50 | 0.47 | $5 \times 10^{-4}$ |
| 8 | $3.41 \pm 0.57$ | 0.45 | 0.45 | $1 \times 10^{-3}$ | 22 | $3.32 \pm 0.55$ | -0.10 | -0.02 | $9 \times 10^{-1}$ |
| 9 | $3.34 \pm 0.57$ | 0.66 | 0.68 | $5 \times 10^{-8}$ | 23 | $3.22 \pm 0.56$ | 0.47 | 0.54 | $5 \times 10^{-5}$ |
| 10 | $3.25 \pm 0.56$ | 0.31 | 0.55 | $4 \times 10^{-4}$ | 24 | $3.46 \pm 0.61$ | 0.09 | 0.01 | $9 \times 10^{-1}$ |
| 11 | $3.52 \pm 0.58$ | 0.27 | 0.18 | $2 \times 10^{-1}$ | 25 | $3.42 \pm 0.57$ | 0.30 | 0.29 | $4 \times 10^{-2}$ |
| 12 | $3.29 \pm 0.57$ | 0.31 | 0.42 | $2 \times 10^{-3}$ | 26 | $3.10 \pm 0.53$ | 0.67 | 0.63 | $1 \times 10^{-6}$ |
| 13 | $3.17 \pm 0.54$ | 0.58 | 0.57 | $1 \times 10^{-5}$ | 27 | $3.42 \pm 0.56$ | 0.30 | 0.29 | $3 \times 10^{-2}$ |
| 14 | $2.83 \pm 0.53$ | 0.56 | 0.63 | $2 \times 10^{-5}$ | 28 | $3.39 \pm 0.60$ | 0.47 | 0.44 | $1 \times 10^{-3}$ |

Table 2.5: $r_{0}$ estimated by spectral ratio method for all the 28 sequences. Linear and Spearman's rank correlation coefficients (C and RC respectively) of the estimated $r_{0}$ with the average contrast of the segments for all the sequences are given. S denotes the significance of the rank correlation.


Figure 2.3: Spatial distribution of $r_{0}$ estimated using spectral ratio method for sequences 1-9 of a sub-flare region. The segment size was 32 pixels square ( 9 arc sec). The number of segments is 49 in each sequence. The bin-size is 0.5 cm .


Figure 2.4: Spatial distribution of $r_{0}$ estimated using spectral ratio method for sequences $10-18$ of a sub-flare region. The segment size was 32 pixels square ( 9 arc sec). The number of segments is 49 in each sequence. The bin-size is 0.5 cm .


Figure 2.5: Spatial distribution of $r_{0}$ estimated using spectral ratio method for sequences 19-27 of a sub-flare region. The segment size was 32 square pixels ( 9 arcsec ). The number of segments is 49 in each sequence. The bin-size is 0.5 cm .


Figure 2.6: Spatial distribution of $r_{0}$ estimated using spectral ratio method for the 28th sequence of a sub-flare region. The segment size was 32 square pixels ( 9 arc sec). The number of segments is 49 in each sequence. The bin-size is 0.5 cm .


Figure 2.7: Variation of average (spatial) $r_{0}$ with time. As the time interval between the sequences was not uniform, an approximate value of 112 seconds has been assumed to be the interval between the sequences.
plicable method and is well suited for speckle observations, as $r_{0}$ is estimated from the data itself. It does not require very high spatial sampling; it is independent of the scene under consideration. However, this involves visual comparison of the observed profiles of the spectral ratio $(\epsilon(\mathbf{q}))$ with those obtained from theoretical model. While the theoretical STF (Korff, 1973) itself has associated uncertainty due to finite bandwidth, its numerical evaluation is highly time consuming for large array sizes. Aime et al., (1978) have prescribed a method to estimate $r_{0}$ from a series of observations based on the distinct behavior of the (STF) at low and high spatial frequencies. The method seems to fail when the differences of the $r_{0}$ values of two independent observations are small or the life time of small scale features is smaller than time interval between two independent observations. Seykora (1993) has proposed a method of estimating $r_{0}$ from scintillation measurements. This method can be applied only to extended objects; that is, over a large field of view. It is suitable for measuring the atmospheric seeing at different heights. Krishnakumar and Venkatakrishnan (1997; also Krishnakumar, 1998) have proposed a method to estimate $r_{0}$ through a parametric search method. This method works well for stellar images, but needs modification before it can be applied to solar images.

### 2.5 Summary

In this Chapter, we have described the details of speckle imaging observations performed at KO, UPSO and USO. We have described the methods of pre-processing that we adopted for analysing the speckle data. We have explored the possibility of estimating $r_{0}$ from three different methods. We have used some of these methods to estimate $r_{0}$ for our speckle data. We found that in all these methods, the estimated value of $r_{0}$ has an error of $25 \%$. While estimating $r_{0}$ from the fluctuations in the angle of arrival of the light, we found that high frequency components contribute more to the image motion than the low frequency components. The spectral ratio method seems to be
the most suitable method for speckle data. The average value of $r_{0}$ at USO and UPSO was $\sim 3 \pm .7 \mathrm{~cm}$ on days when these observations were performed. A small spatial variation of $r_{0}$ over the field-of-view of $\sim 60$ arc sec implies a large isoplanatic patch size (assuming a single turbulent layer model) which in turn indicates that most of the degradation is caused close to the telescope (ground turbulence). At KO, the values of $r_{0}$ ranging from $6-10 \mathrm{~cm}$ were observed on the three days of observations described earlier in this Chapter.

## Chapter 3

## Solar Speckle Imaging

### 3.1 Solar Speckle Imaging: Practical Implementation

Speckle imaging of small scale solar features needs careful processing methods. The Sun as a whole being an extended source does not produce speckles. Only the small scale solar features riding on a bright background produce speckles. Consequently, these features appear to have very low contrast and observing them becomes a difficult task. We have developed software (hereafter referred to as the speckle code) for reconstructing such small scale features using specklegrams. We estimate the amplitudes and the phases of the Fourier transform of the object using speckle interferometry (Labeyrie, 1970) and bispectrum techniques (Weigelt, 1977; Lohmann, Weigelt and Wirnitzer, 1983) respectively. We make use of the fact that the phase of the average bispectrum of the images is equal to the phase of the bispectrum of the object. We estimate the phases of the Fourier transform of the object from its bispectrum using a recursive relation. In Section 2.3, we have described the various pre-processing steps, frame selection and segmentation that we followed while reconstructing small scale so-
lar features from the observed speckle data. The field-of-view is restricted to a few arc seconds ( $\sim 8$ arc sec square) basically to reduce the effect of anisoplanatism (Harvey and Breckinridge, 1973; Wang, 1975; Breckinridge and McAllister, 1976; Nisenson and Stachnik, 1978; Pollaine, Buffington and Cranford, 1979; Fried, 1979; Roddier, 1981; Roddier, Gilli and Vernin, 1982; von der Lühe, 1984b; von der Lühe, 1993) on the reconstructed images. In what follows, this restricted piece of the recorded image is called a sub-image. A time sequence of the same region is called a sub-image sequence. In the following sections, we describe the procedure for reconstructing a sub-image from the corresponding sub-image sequence.

### 3.1.1 Estimation of the Fourier Amplitudes

a: The first step is the estimation of $r_{0}$ for the sub-image sequence using any one of the methods described in Chapter 2. When spectral ratio method is used, first the theoretical speckle transfer function (Korff, 1973) and the short and long exposure transfer functions are estimated ${ }^{1}$ for various values of $D / r_{0}$, varying $r_{0}$ in steps of 0.1 cm and then used to estimate theoretical spectral ratios.
b: The second step is the estimation of the ensemble average power spectrum of the images and subtraction of the deterministic noise power spectrum from it. The noise power spectrum is estimated from the flat-field images (von der Lühe, 1993). The following procedure is adopted prior to the estimation of both the signal and noise power spectrum to improve the accuracy of the estimates: Each image of the sequence is divided by its average value to remove the effect of frame-to-frame variation of the sky brightness; a bi-linear least square surface is fitted to each of the images and subtracted from it; the average values and the fitted surfaces are preserved separately; Each image is multiplied by an optimum apodisation window (Keller, 1999; see Appendix:B) that not only reduces the

[^0]leakage error (Bracewell, 1986) but also reduces the distortion that occurs in the phase estimates when a $20 \%$ Hanning window is used. When reliable estimates of the noise power spectrum are not available (because of the absence of proper flat-field images), the standard deviation of the average power spectrum of the image beyond the diffraction limit is subtracted from the average power spectrum and the resultant power spectrum is considered equivalent to that of the noise corrected power spectrum. A noise filter is constructed by dividing the noisecorrected power spectrum of the image by the average power spectrum (Brault and White, 1971) and smoothed by three pixels.
c: The average power spectrum is divided by the Speckle Transfer Function (STF) corresponding to the estimated value of $r_{0}$. The division is restricted only to those frequencies for which the STF is greater than $10^{-3}$. The resulting power spectrum is multiplied by the smoothed noise filter. The Fourier amplitudes of the object are obtained by taking square root of the compensated average power spectrum of the images.

### 3.1.2 Estimation of the Fourier Phases

We estimate the ensemble average of the bispectrum of the images. If $I(\mathbf{f})$ is the Fourier component of the image at the frequency $f$, then the bispectrum corresponding to the frequencies $\mathbf{f 1}$ and $\mathbf{f} \mathbf{2}$ is defined as

$$
\begin{equation*}
b(\mathbf{f} \mathbf{1}, \mathbf{f} \mathbf{2})=I(\mathbf{f} \mathbf{1}) I(\mathbf{f} \mathbf{2}) I^{*}(\mathbf{f} \mathbf{1}+\mathbf{f} \mathbf{2}), \tag{3.1}
\end{equation*}
$$

where ' $*$ ' denotes complex conjugate. The phase of the average bispectrum $\phi_{b}(\mathbf{f 1}, \mathbf{f} \mathbf{2})$ is given by

$$
\begin{equation*}
\phi_{b}(\mathbf{f} \mathbf{1}, \mathbf{f} \mathbf{2})=\phi(\mathbf{f} \mathbf{1})+\phi(\mathbf{f} \mathbf{2})-\phi(\mathbf{f} \mathbf{1}+\mathbf{f} \mathbf{2}), \tag{3.2}
\end{equation*}
$$

where $\phi(\mathbf{f})$ denotes the phase of the object's Fourier transform at $\mathbf{f}$ (Lohmann, Weigelt and Wirnitzer, 1983). Equation (3.2) gives a recursive relation for estimating the phase
of the object's Fourier transform at the frequency $\mathbf{f} \mathbf{1}+\mathbf{f} \mathbf{2}$. If $\phi(\mathbf{f} \mathbf{1})$ and $\phi(\mathbf{f} \mathbf{2})$ are known, $\phi(\mathbf{f 1}+\mathbf{f} \mathbf{2})$ can be calculated using the average bispectrum as

$$
\begin{equation*}
\phi(\mathbf{f} \mathbf{1}+\mathrm{f} \mathbf{2})=\phi(\mathbf{f} \mathbf{1})+\phi(\mathrm{f} \mathbf{2})-\phi_{b}(\mathbf{f} \mathbf{1}, \mathbf{f} \mathbf{2}) \tag{3.3}
\end{equation*}
$$

The phase at any point in the Fourier plane can be estimated as an average value of the estimates obtained by integrating along different paths.

The bispectrum phases are of $\bmod 2 \pi$. Therefore, the recursive reconstruction in Equation (3.3) may lead to $\pi$ phase mismatches between the computed phase values along different paths to the same point in the frequency space. Another way of computing the argument of the term $e^{i \phi(\mathbf{f} 1+\mathrm{f} 1)}$ is given by

$$
\begin{equation*}
e^{j \phi(\mathbf{f} 1+\mathrm{f} 2)}=e^{\left[\phi(\mathrm{f} 1)+\phi(\mathrm{f} 2)-\phi_{b}(\mathrm{f} 1+\mathrm{f} 2)\right]} . \tag{3.4}
\end{equation*}
$$

In other words, the average bispectrum values are divided by their absolute values to obtain unit amplitude phasors. The phase values obtained using the unit amplitude phasor recursive reconstructor are insensitive to $\pi$ ambiguities. Since the bispectrum is a four dimensional function, it is difficult to represent it in a three dimensional coordinate system. We calculate the bispectrum and store them in an 1-D array and use them later to calculate the phase by keeping track of its component frequencies. An algorithm used to estimate the phase of the object's Fourier transform of an image of size 4 by 4 pixels is given in Table 3.1. The entries in column 1 of the Table are the bispectrum values for a 4 by 4 array for the lower half (and extreme left in the upper half) of the Fourier plane. The remaining values are determined using the hermitian symmetry property. The phase values are estimated as given in column 2 of the Table. Assuming

$$
\phi(0,0)=0, \quad \phi( \pm 1,0)=0, \text { and } \quad \phi(0, \pm 1)=0
$$

as initial conditions, the phase values are estimated by unitary amplitude method. However, in practice, these values are obtained from the average short exposure image so that the object's position information is preserved. Again the phase values given in

| bispectrum values | Fourier phases |
| :--- | :--- |
| $b((-1,0),(0,0))=I(-1,0) I(0,0) I^{*}(-1,0)$ | $\phi(-1,0)=\phi(-1,0)+\phi(0,0)-\phi_{b}((-1,0),(0,0))$ |
| $b((1,0),(0,0))=I(1,0) I(0,0) I^{*}(1,0)$ | $\phi(1,0)=\phi(1,0)+\phi(0,0)-\phi_{b}((1,0),(0,0))$ |
| $b((-1,0),(-1,0))=I(-1,0) I(-1,0) I^{*}(-2,0)$ | $\phi(-2,0)=\phi(-1,0)+\phi(-1,0)-\phi_{b}((-1,0),(-1,0))$ |
| $b((0,0),(0,-1))=I(0,0) I(0,-1) I^{*}(0,-1)$ | $\phi(0,-1)=\phi(0,0)+\phi(0,-1)-\phi_{b}((0,0),(0,-1))$ |
| $b((0,-1),(0,-1))=I(0,-1) I(0,-1) I^{*}(0,-2)$ | $\phi(0,-2)=\phi(0,-1)+\phi(0,-1)-\phi_{b}((0,-1),(0,-1))$ |
| $b((0,-1),(-1,0))=I(0,-1) I(-1,0) I^{*}(-1,-1)$ | $\phi(-1,-1)=\phi(0,-1)+\phi(-1,0)-\phi_{b}((0,-1),(-1,0))$ |
| $b((0,-1),(1,0))=I(0,-1) I(1,0) I^{*}(1,-1)$ | $\phi(1,-1)=\phi(0,-1)+\phi(1,0)-\phi_{b}((0,-1),(1,0))$ |
| $b((0,-1),(-2,0))=I(0,-1) I(-2,0) I^{*}(-2,-1)$ | $\phi(-2,-1)=\phi(0,-1)+\phi(-2,0)-\phi_{b}((0,-1),(-2,0))$ |
| $b((-1,0),(-1,-1))=I(-1,0) I(-1,-1) I^{*}(-2,-1)$ | $\phi(-2,-1)=\phi(-1,0)+\phi(-1,-1)-\phi_{b}((-1,0),(-1,-1))$ |
| $b((0,-1),(-1,-1))=I(0,-1) I(-1,-1) I^{*}(-1,-2)$ | $\phi(-1,-2)=\phi(0,-1)+\phi(-1,-1)-\phi_{b}((0,-1),(-1,-1))$ |
| $b((0,-2),(-1,0))=I(0,-2) I(-1,0) I^{*}(-1,-2)$ | $\phi(-1,-2)=\phi(0,-2)+\phi(-1,0)-\phi_{b}((0,-2),(-1,0))$ |
| $b((0,-1),(1,-1))=I(0,-1) I(1,-1) I^{*}(1,-2)$ | $\phi(1,-2)=\phi(0,-1)+\phi(1,-1)-\phi_{b}((0,-1),(1,-1))$ |
| $b((0,-2),(1,0))=I(0,-2) I(1,0) I^{*}(1,-2)$ | $\phi(1,-2)=\phi(0,-2)+\phi(1,0)-\phi_{b}((0,-2),(1,0))$ |
| $b((0,-1),(-2,-1))=I(0,-1) I(-2,-1) I^{*}(-2,-2)$ | $\phi(-2,-2)=\phi(0,-1)+\phi(-2,-1)-\phi_{b}((0,-1),(-2,-1))$ |
| $b((0,-2),(-2,0))=I(0,-2) I(-2,0) I^{*}(-2,-2)$ | $\phi(-2,-2)=\phi(0,-2)+\phi\left((-2,0)-\phi_{b}((0,-2),(-2,0))\right.$ |
| $b((-1,0),(-1,-2))=I(-1,0) I(-1,-2) I^{*}(-2,-2)$ | $\phi(-2,-2)=\phi(-1,0)+\phi(-1,-2)-\phi_{b}((-1,0),(-1,-2))$ |
| $b((-1,-1),(-1,-1))=I(-1,-1) I(-1,-1) I^{*}(-2,-2)$ | $\phi(-2,-2)=\phi(-1,-1)+\phi(-1,-1)-\phi_{b}((-1,-1),(-1,-1))$ |
| $b((0,1),(-2,0))=I(0,1) I(-2,0) I^{*}(-2,1)$ | $\phi(-2,1)=\phi(0,1)+\phi(-2,0)-\phi_{b}((0,1),(-2,0))$ |
| $b((-1,0),(-1,1))=I(-1,0) I(-1,1) I^{*}(-2,1)$ | $\phi(-2,1)=\phi(-1,0)+\phi(-1,1)-\phi_{b}((-1,0),(-1,-1))$ |

Table 3.1: Estimation of the phase of object's Fourier transform from its image of size 4 by 4 pixels
the Table are only for the lower half (and extreme left in the upper half) of the Fourier plane. Using the hermitian symmetry, the phase values at the upper half plane are determined.

Noise filter for phase estimation. The estimated phases are further improved using the noise filter developed by de Boer (1996): the phase consistency function is used to provide less weight to the phasors with lower signal to noise ratio. For each phase estimate at a given point in the frequency space, a correlation function is defined and the estimates that differ significantly from their counterparts are eliminated.

Error estimation: With the implementation of the noise filter and the correlation function, the number of estimates of phases for a given frequency is slightly reduced. Denoting $M(m, n)$ as the resulting number of estimates, we obtain the mean value of these $M(m, n)$ phasors as the phasor of the object's Fourier transform. Following Buscher (1988), we define phase error of object's phase as

$$
\begin{equation*}
\beta(\mathbf{f})=\frac{\sigma_{y y}(\mathbf{f})}{M|\langle S(\mathbf{f})\rangle|} \tag{3.5}
\end{equation*}
$$

where $\sigma_{y y}^{2}(\mathbf{f})$ is the variance of the phase perpendicular to the direction of the mean $\langle S(\mathbf{f})\rangle$. We estimate an azimuthal average of these phase errors and obtain a plot of phase errors vs normalised spatial frequency. It is found that at low frequencies, the phase error is less. It increases and reaches a value of about 0.4 radians at intermediate frequencies and then decreases at higher frequencies. The reason for the decrease is that at high frequencies the estimated phase is an average of a large number of independent estimates. Moreover, Equation (3.5) is valid only when the number of estimates are large and cannot be used for estimating the errors at low frequencies, where the number of estimates are relatively lower.

### 3.1.3 Image Reconstruction

The final image is reconstructed by performing an inverse Fourier transform of a complex array, obtained by multiplying the calibrated amplitudes with the corresponding phase values. The reconstructed image is then divided by the 'optimised apodisation window' described earlier. As the apodisation window falls off to zero at the edges, division cannot be performed at the edges. This results in loss of data near the edges (at most at two columns and rows near the edges) of the reconstructed images. The average of all the bi-linear surface fits which were preserved separately is then added to the final image. It is then multiplied by the average of all the average intensities that were preserved separately to obtain the reconstructed sub-image. Finally, all the reconstructed sub-images are mosaicked using the following procedure: Two arrays o and $b$ are defined with their sizes equal to that of the original image from which the sub-images were extracted; Initially all the elements of these arrays are set to zero; Each reconstructed sub-image is multiplied by a $100 \%$ Hanning function and added to the array $o$ at the same location of the image from which it was extracted initially; The Hanning function is added to the array $b$ at the corresponding location; Finally the array $o$ is divided by the array $b$ to yield the final reconstructed image. Again, there is data loss at the edges of the final reconstructed image due to division by zero. We have written a program in FORTRAN 77 that incorporates all the procedures described above. It requires three inputs, viz.

- a data cube (a sequence of 2-D images) containing registered, de-stretched images.
- a data cube containing flat-field images.
- $r_{0}$ values for all the segments of the images.

The program produces the final reconstructed image that has field-of-view slightly lesser than the input images. It takes about 10 minutes to reconstruct an image from
a series of 90 images of size 128 by 128 square pixels, and requires a RAM size of $\sim 100 \mathrm{MB}$.

### 3.1.4. Validation of the Phase Reconstruction Procedure

In this section, we first demonstrate (using our software) how the triple correlation of an 1-D object can be obtained in the image plane through cross-correlation (It should be noted that the triple correlation of a binary system has been obtained by Lohmann, Weigelt and Wirnitzer (1983) and Karbelkar (1989)). Then we validate our phase reconstruction procedure by estimating the Fourier phases from the bispectrum of the object and reconstructing the object. Figure 3.1 (a) shows an ideal object intensity distribution in 1-D. Figure 3.1(b) shows the triple correlation of this object, which is a 2-D image. It was obtained by performing the correlation in the image plane. Figure 3.1(c) shows the Fourier transform of the triple correlation obtained in 3.1(b). We estimated the bispectrum from the Fourier transform of the object (that is, Fourier transform of $3.1(\mathrm{a})$ ) using a 1-D version of our speckle code. We estimated the Fourier phases of the object from the bispectrum. We assumed unit amplitude phasor $(\exp (\mathrm{J} 2 \pi))$ for the phases at the smallest spatial frequencies. We estimated the Fourier amplitude from the square root of the power spectrum of the object shown in Figure 3.1(a). Finally, we reconstructed the 1-D image from the estimated Fourier amplitudes and phases.

Figure 3.1(d) (dotted line) shows the reconstructed image. It does not match exactly with the original object. The entire image is shifted towards right side by a few pixels. This is because of using unit amplitude phasors for the smallest frequency. The solid line shows the reconstructed image when the unit amplitude phasors are replaced by those obtained from the smallest frequency component of the Fourier transform of the object. It matches exactly with the original object intensity distribution. A computer program (1dbpm.pro) written in IDL, that produces the Figure 3.1(a)-(d) has been


Figure 3.1: Demonstration of the phase reconstruction procedure: (a) An ideal 1-D object intensity distribution; (b) Triple correlation of the object; (c) Fourier transform of triple correlation (b); (d) Image reconstructed using our phase reconstruction algorithm. The dotted line is the reconstruction obtained assuming that the object phase is zero at the lowest spatial frequencies. In such cases, the absolute position information is lost (note the shift in the position with respect to the continuous line). The continuous line represents the reconstruction in which true object phases have been used at the smallest spatial frequencies. In practice, the corresponding phases of an equivalent long exposure image are used.
included in Appendix:A
We arrive at two conclusions from this exercise. First, our phase reconstruction procedure produces exact Fourier phases with minimum errors. The source of this error lies in the assumption that at the smallest spatial frequencies $(f= \pm 1)$, the Fourier phase of the object is zero. Obviously, this will lead to loss of absolute position information and hence there is a shift in the reconstructed image. Once we replace the unit amplitude phasors by those of the object's Fourier transform for the smallest frequencies, the reconstructed image matches exactly with the original object, again validating our phase reconstruction procedure.

Second, assuming the Fourier phases of the object as zero at the smallest spatial frequencies not only leads to the loss of the absolute position information, but also affects the photometry of the reconstructed images. This is obvious from the dotted line. In practice, we estimate the phases of the smallest Fourier component from the average short exposure image. Thus, the accuracy in the position of various features in the reconstructed image depends on the accuracy with which the phase of the smallest Fourier component is estimated from the average short exposure image. Normally, in stellar speckle imaging and in radio astronomy, the phases of the smallest Fourier components are obtained from the long exposure image. The idea is that in the case of long exposures, the images move uniformly about the mean position and hence the exact position information (and hence the phase information at the smallest frequency) is preserved. However, in solar speckle imaging, the average short exposure image is obtained after correcting for the image motion (tilt component of the wave-front distortion) and hence absolute position information is preserved. Moreover, the images are de-stretched before processing and thus the absolute position information is expected to be preserved.

In this example, we have assumed that the Fourier amplitudes are determined exactly. Thus, the described example accounts for the validation of the phase reconstruction procedure. Also, we have included noise filters in the real 2-D version of the
speckle code, which is expected to improve the quality of the reconstructions.

### 3.2 Speckle Image Reconstruction of Solar Features

### 3.2.1 KO Data

The speckle images obtained from KO (Section 2.2, Page 24, 29) were reconstructed using our speckle code. The following is the summary of our main results.


Figure 3.2: Two sequences of 16 images of a pore region. Each image covers a field-of-view of $\sim 8.25 \mathrm{arcsec}$. The pore is seen in the top left sector near the edge of the field-of-view and contains a bright feature.

Feature 1: Figure 3.2 shows two typical sequences of 16 speckle images recorded on 3rd August 1998 around 1:45 UT. Each image is of 128 by 96 pixels. The circular white disc is the image of the pinhole (a portion of the Sun's image). The images were recorded using the 'hardware window' option of the frame-grabber. The image of the pinhole was not centered at the center of the window and hence a few rows of data near the bottom of the window have been lost. Thus, the complete circular image of the pinhole is not seen.

The pinhole covers a field-of-view of 8.25 arcsec . The first 16 images were recorded in succession at the rate of 11 frames per second, the next 16 images were recorded at the same rate after an interval of 17 seconds. The reason for displaying these images is the following: In each image, in the top left sector near the edge of the field-of-view, there is a pore and inside it there is a bright feature. The size of the pore is approximately 1.11 arcsec and the size of the bright feature within the pore is approximately 0.65 arc sec. The position of the pore is shifted slightly in the second sequence of 16 images (starting from 5th row) indicating that it is of solar nature and not due to dust. As the feature was near the edge, we could not process and reconstruct it.

Feature 2: Figure 3.3 shows another example of the presence of bright features inside the pores. It was observed on 4th August 1998 around 4:45 UT. The first four rows represent the first sequence of sixteen images. The image has been displayed on logarithmic scale in order to highlight the presence of the bright feature inside the pore. The region of pore has been encircled to highlight its presence. The feature keeps moving within the field-of-view, indicating its solar origin. Below the encircled region, there is a black spot (pore), which also keeps moving across the field-of-view. At the edge of this black spot, the is a very small bright feature (visible in images $13,14,15$ and 16 , fourth row from the top). The next 4 rows represent the second sequence of sixteen images.


Figure 3.3: Two sequences of 16 images of a pore region. Each image covers a field-ofview of $\sim 8.25$ arc sec. The encircled region highlights a bright feature inside the pore

Feature 2(a): Figure 3.4 shows a sequence of 18 images of size 2.16 arc sec square, containing the pore (and the bright feature). The first sixteen of these images represent a zoomed in version of the highlighted region of the the first sequence of 16 images in Figure 3.3. The seventeenth image is the average of the preceding 16 images. The eighteenth image is the reconstruction without amplitude calibration. The size of the pore is 0.7 arc sec and the size of the bright feature within it is $\sim 0.3$ arc sec.

Feature 2(b): Figure 3.5 shows a sequence of 18 images of size 1.49 arc sec square, containing the bright feature. The first sixteen of these images represent a zoomed in


Figure 3.4: A sequence of 18 images; the first 16 represent a zoomed in version of the highlighted region of the first sequence of 16 images in Figure 3.3. The 17th image is the average of the preceding 16 images. The 18 th image is the reconstruction without amplitude amplification. Each image is of size 2.16 by 2.16 arc sec.


Figure 3.5: A sequence of 18 images; the first 16 represent a zoomed in version of the highlighted region of the second sequence of 16 images in Figure 3.3. The 17th image is the average of the preceding 16 images. The 18th image is the reconstruction without amplitude amplification. Each image is of size 1.49 by 1.49 arc sec.
version of the highlighted region of the second sequence of 16 images shown in Figure 3.3. The seventeenth image is the average of the preceding 16 extracted images. The eighteenth image is the reconstruction without amplitude calibration. The size of the bright feature is $\sim 0.3$ arc sec.


Figure 3.6: Two sequences of 16 images of a pore region. Each irnage covers a field-of-view of $\sim 8.25$ arc sec. The encircled region highlights a bright feature inside the pore.

Feature 3: Figure 3.6 shows a another sequence of images recorded on 3rd August 1998 around 1:55 UT. The images have been displayed on logarithmic scale to enhance the visibility. There is a small bright feature of size $\sim 0.43$ arc sec in all the 32 frames (two sequences). The spatial location of the feature is shifted from frame to frame.

Figure 3.7 shows a sequence of images of size 4.3 by 4.3 arc sec extracted from the Figure 3.6. The first 16 images (starting from top left) show the raw images corresponding to the first sequence. The seventeenth image is an average of all the preceding 16 images. Due to the motion of the feature from frame to frame, it is faintly visible in the average image. It indicates that the feature is riding on a huge background. The contrast of this feature (defined as $\left(I_{\mathrm{f}}-I_{\mathrm{bg}}\right) / I_{\mathrm{bg}}$, where $I_{\mathrm{f}}$ and $I_{\mathrm{bg}}$ are the intensities of the feature and the surrounding background respectively) varies from frame to frame with a minimum value of $8.9 \%$ and a maximum value of $11.6 \%$. The average contrast is $\sim 10 \%$. The eighteenth image (second row, last column) is the reconstructed image. The image was divided into four overlapping segments and then reconstructed using our speckle code. Fried's parameter was estimated using spectral ratio method for all the four segments. The contrast of the feature is enhanced in the reconstruction; it appears sharp. Moreover, it implies that the triple correlation technique is insensitive to the image motion; that is, even in the presence of small scale image motion, the phase reconstruction procedure brings out the presence of features. This is an advantage of the triple correlation technique over the Knox-Thompson algorithm. The next 16 images (starting from third row) represent the de-stretched images. The 35th image (fourth row, last but one column) shows the average of de-stretched images. The bright feature is clearly identified in the average de-stretched image. On the one hand, it shows the importance of de-stretching and on the other hand, it implies the correctness of the de-stretching code. The 36th image (fourth row, last column) shows the reconstruction from the de-stretched images. A dust speck, present near the lower right side of the features appears to be removed in the reconstructed images. This is another advantage of the triple correlation technique: the reconstruction is insensitive to instrumental aberrations. The next four rows represent similar images of the second sequence. The average contrast of the bright feature in the raw images of this subset is $\sim 13 \%$.

The high frequency components are enhanced in the reconstructed images. They can be suppressed by restricting the amplitude amplification to only those regions


Figure 3.7: Two sequences of 36 images separated by 17 s ; In each sequence, the first 16 represent a zoomed in version of the highlighted region of the first sequence of 16 images in Figure 3.6. The 17th image is the average of the preceding 16 images. The 18th image is the reconstruction. The next 18 represent the same images after de-stretching. Each image is of size 4.3 by 4.3 arc sec.
where the STF is greater than 0.1. In the reconstructions presented here, a value of 0.005 was used.

The feature has been observed for about 20 seconds in speckle images. This is the lower limit for its lifetime.

Feature 4: Figure 3.8 represents two sequences of images of a sunspot region. These images have been extracted from a recorded sequence of images and resized to 4.3 arc sec square. These images were recorded on 3rd August, 1998 around 2:00 UT. There is


Figure 3.8: Two sequences of 18 images separated by 17 s ; In each sequence, the first 16 represent a zoomed in version of a a sunspot region. The 17th image is the average of the preceding 16 images. The 18th image is the reconstruction. Each image is of size 4.3 by 4.3 arcsec .
a gradient in the intensity values of the images. The intensity of the image increases gradually from left to right. This is a typical feature of any sunspot region near the limb. The first 16 images are pre-processed images. The 17th image (third row, last but one column) is an average of the preceding sixteen images. The 18th image (third
row, last column) is the reconstruction from the first 16 images. The images were divided into 4 over lapping segments and reconstructed using the speckle code. Fried's parameter estimated from spectral ratio technique was used in the reconstruction. High spatial frequency components have been enhanced in the reconstruction. The Fourier amplitudes were amplified only when the STF has value greater than 0.05 . The proprocessed images are featureless, whereas the reconstruction shows the presence of a small bright feature near the top right. The images in the next three rows (sixteen of them) are pre-processed images obtained from the next sequence of 16 images. The last two images are the average and reconstructed images respectively.

### 3.2.2 USO Data

In Section 2.2, (Page 27, 35) we described the details of the speckle observations at USO. Figure 3.9 shows a portion of the NOAA AR8898 recorded by us on 9th March 2000 around 5:30 UT. It was located at S13W20; at the Carrington longitude of 199, covering an area of 550 millionths of the solar hemisphere. It was visible on the the solar disk between 2nd and 15th March 2000.

First, we recorded 16 sequences of images of size 57.6 by 67.8 arcsec centered at the bright region (centered at ( 65,44 ) in Figure 3.9, $\sim 45$ arc sec away from the beta type spot region that is present in the lower right corner). Then we recorded 28 sequences of images of the spot region.

As the tracking was poor, the effective size of the image available for reconstruction was nearly half the original size. We carried out two kinds of studies.

## Case 1: Image Reconstruction:

We estimated $r_{0}$ for all the registered, de-stretched image sequences of the sunspot region and reconstructed the images using our speckle code. Having reconstructed the images of all the 28 sequences, we posed the following questions:

- How does the image reconstructed from 5 best frames compare with that reconstructed from all the frames?
- How does the image reconstructed from the 5 worst frames compare with that reconstructed from all the frames?
- How does the reconstruction ( 5 best frame, the 5 worst frames, all the frames) compare with that obtained as a collage of best isoplanatic patches, each patch compensated by telescope transfer function?

For each sequence, we selected the best segments using our frame selection method (Equation (2.7), page 29). We then generated a mosaic of the best isoplanatic patches. Figures 3.10 to 3.16 show the reconstructed images of all the 28 sequences. The first column corresponds to the speckle reconstruction from 5 best frames. The second column corresponds to the speckle reconstruction from the 5 worst frames. The third column corresponds to the speckle reconstruction from all the available frames of the sequence. The fourth column corresponds to the reconstruction obtained as a collage of the best isoplanatic patches.

The reconstructed images clearly show enhancement in the contrast. In a majority of the sequences, a good reconstruction has been possible with five best frames. This indicates that the bispectrum technique can provide good reconstructions even from a few good frames. This is basically due to the large number of estimates of the Fourier phases of the object (Pehlemann and von der Lühe, 1989). Though the reconstruction from all frames of any sequence is not as good as that from the 5 good frames, it is better than the image obtained as a collage of the best isopalantic patches. The reconstruction from the 5 worst frames is comparable to that from all the frames. Thus, we conclude that the selection of the best frames significantly improves the quality of the reconstructions. The reconstructed image of the 14th sequence is entirely different from the rest because the sunspot region moved several arc sec away from the field-
of-view due to poor tracking. A few reconstructions do not show enhancement in the contrast (for example, sequences 17 to 20 and 22,24 and 26 ). This could be due to the transient worsening of the sky conditions during the observations (heavy winds were present). A few reconstructions have high frequency fringes (artifacts) near the edges. This is due to the loss of field-of-view while de-stretching.


Figure 3.9: A portion the NOAA AR8898 recorded around 5:30 UT at the beginning of the observations. 16 sequences of images, each containing 100 images of size 57 by 67 arc sec centered at the bright region $(65,44)$ were first recored. It was followed by another similar sequence of 28 images centered at the sunspot (lower right).


Figure 3.10: Reconstructed images of sequences 1 to 4 (row-wise). The first column is the reconstruction from 5 best frames. The second column is the reconstruction from the 5 worst frames. The third column is the reconstruction from all the frames $(\sim 90)$. The fourth column is the collage of best segments, each corrected for the transfer function of the telescope.


Figure 3.11: Reconstructed images of sequences 5 to 8. (row-wise). The first column is the reconstruction from 5 best frames. The second column is the reconstruction from the 5 worst frames. The third column is the reconstruction from all the frames ( $\sim 90$ ). The fourth column is the collage of best segments, each corrected for the transfer function of the telescope.


Figure 3.12: Reconstructed images of sequences 9 to 12. (row-wise). The first column is the reconstruction from 5 best frames. The second column is the reconstruction from the 5 worst frames. The third column is the reconstruction from all the frames $(\sim 90)$. The fourth column is the collage of best segments, each corrected for the transfer function of the telescope.


Figure 3.13: Reconstructed images of sequences 13 to 16. (row-wise). The first column is the reconstruction from 5 best frames. The second column is the reconstruction from the 5 worst frames. The third column is the reconstruction from all the frames $(\sim 90)$. The fourth column is the collage of best segments, each corrected for the transfer function of the telescope.


Figure 3.14: Reconstructed images of sequences 17 to 20. (row-wise). The first column is the reconstruction from 5 best frames. The second column is the reconstruction from the 5 worst frames. The third column is the reconstruction from all the frames ( $\sim 90$ ). Fourth column is the collage of best segments, each corrected for the transfer function of the telescope.


Figure 3.15: Reconstructed images of sequences 21 to 24 . (row-wise). The first column is the reconstruction from 5 best frames. The second column is the reconstruction from the 5 worst frames. The third column is the reconstruction from all the frames $(\sim 90)$. Fourth column is the collage of best segments, each corrected for the transfer function of the telescope.


Figure 3.16: Reconstructed images of sequences 25 to 28 . (row-wise). The first column is the reconstruction from 5 best frames. The second column is the reconstruction from the 5 worst frames. The third column is the reconstruction from all the frames ( $\sim 90$ ). Fourth column is the collage of best segments, each corrected for the transfer function of the telescope.

## Case II: Speckle Image Reconstruction of sub-flare regions:

Filament break-up before a sub-flare: We selected the first 32 frames of each sequence (to reduce the influence of the tracking errors) and reconstructed 16 images using our speckle code. Figure 3.17 shows the reconstructed images. The time interval between consecutive images is approximately 112 seconds. A filament is seen to break up into several pieces during a period of $\sim 30$ minutes. It is known (Zirin, 1989) that filaments breakup with considerable twisting and turbulence at the start of a flare. However, one requires good sky conditions to observe such events. In the present case, we could observe this event even with relatively moderate seeing conditions only because of the speckle technique. Thus the regular use of the speckle technique will enable us to collect more details about such events.

Sub-flare near the edge of the sunspot: We selected the first 32 frames of each sequence (to reduce the influence of the tracking errors) and reconstructed 28 images using our speckle code. Figures 3.18 and 3.19 show the reconstruction of the 28 sequences (spanning an hour's duration). While the first two reconstructions show a sub-flare kernel (brightening) near the edge of the lower sunspot, the rest show two bright kernels. The two kernels later expand into a 'ribbon' connecting the original kernels. (seen in the reconstruction from 8 th sequence and faintly visible in reconstruction from 7 th sequence). The length of the ribbon is $\sim 8 \operatorname{arcsec}$. As the time interval between two consecutive reconstructions is approximately 112 s , the elongation speed of the ribbon is $\geq 50 \mathrm{~km} / \mathrm{s}$. This is compatible with the values reported by Zirin (1989). The area of the region containing the two kernels is $\sim 38 \operatorname{arcsec}$ square. Thus it can be classified as a sub-flare. Occasionally, the kernel near the lower left appears to have two distinct bright components (reconstruction from sequences 9 and 10). There is brightening near the top left corner of the reconstructed images. This brightening occurs in the location of the filament break-up described earlier. In almost all the
reconstructions, small scale brightenings are seen inside the sunspot.


Figure 3.17: 16 consecutive reconstructed images of a sequence of sub-flare region. The filament break-up is clearly seen. A sub-flare crupted at this region a few minutes later.

### 3.2.3 Discussion

The images reconstructed from $K O$ data contain features that are at the diffraction limit of the telescope. The enhancement in contrast of the reconstructed images is evident. High frequency artifacts appear even after multiplying the raw reconstruc-
tion with a Hanning function to smooth the object power spectrum before amplitude compensation. This could be due to the improper estimation of the noise power spectrum. We have observed the presence of bright features inside pores with a filter of $160 \AA$ bandwidth centered at $6520 \AA$. Such small scale brightenings have been reported by Denker (1998).

We observed two sub-flare regions of AR8898 at USO. We observed the breaking up of a filament around 5:50 UT (we started our observations around 5:30 UT). Two small X-ray flares have been recorded by GOES at 6:11 UT and 07:22 UT (Figure 3.20) respectively. But the spatial locations of these X-ray flares is not known. we observed a sub-flare at the edge of the sunspot present in the region. At the same time there was an increase in the brightness near the location of the filament (seen as brightening in upper left corner of our reconstructions). We also found that three optical flares of class 3-4 have been observed on the same day at 14:57 UT, 15:02 UT, 15:08 UT respectively in the Active Region 8898. (http://www.sec.noaa.gov/Data/solar.html/<br>\#reports). From the Kitt Peak magnetograms (recorded at 14:58 UT, on the same day), we see a polarity inversion line at the same location. Thus, the sub-flares that we observed preceded the onset of major flares in the region.

A few comments on the reconstruction of the images of the sub-flare region (sunspot region) are in order. All these images have been reconstructed with 32 frames (case II). In most of the cases, there is an increase in the contrast both inside and outside the sunspot region. Inside the sunspot, we see small scale brightenings, which, can be identified with the chromospheric umbral dots (Kitai, 1986). We measured the size of the dots in a few cases using a similar procedure described by Denker (1998) and obtained a value of $\sim 2$ arc sec. It is interesting to note the presence of such chromospheric dots, particularly during the occurrence of flares.


Figure 3.18: First 16 (out of 28) consecutive reconstructed images of a sequence of sub-flare region near the edge of a sunspot. The images have been reconstructed from 32 frames.


Figure 3.19: Last 12 (out of 28) consecutive reconstructed images of a sequence of sub-flare region near the edge of a sunspot. The images have been reconstructed from 32 frames

### 3.3 Summary

In this Chapter, we first described the practical methods adopted for analyzing speckle data. Then we presented the details of our speckle code and validated it (particularly phase reconstruction procedure) with an example. We used our speckle code to reconstruct small scale solar features. In our speckle observations at KO, we found tiny small scale brightenings inside pores. Observations of these features have been possible only because of the short exposure nature of the speckle observations. We have presented the speckle reconstruction of two sub-flare regions of NOAA AR8898. We found the breaking up of a small filament. We also found presence of chromospheric umbral dots


Figure 3.20: GOES X-ray flux recorded during 7-9 March 2000. The two flare-events that coincided with our observations have been marked. (Courtesy: NOAO/SEC, Boulder, CO, USA).
inside the sunspot from our speckle reconstructions. Our speckle reconstructions show enhancement in the contrast, even with a few good frames. The high redundancy of phase information increases the signal-to-noise of the reconstructions (Pehlemann and von der Lühe, 1989). The typical life-times of small scale solar features is $\sim 30$ seconds (von der Lühe and Zirker, 1988). Thus ability to reconstruct an image from a small number of frames (speckle images) is essential while observing with large telescopes and our speckle code meets that requirement.

## Chapter 4

## On the Morphological Relationship Between G-Band and Ca II K Network Bright Points

### 4.1 Introduction

The solar surface exhibits very high contrast bright points of size $\sim 0.2$ arc sec in short exposure filtergrams obtained with an interference filter of $\sim 10 \AA$ passband centered at, $4305 \AA$ from the best sites under good seeing conditions (Berger et. al, 1995; Kitai and Muller, 1984; Muller and Roudier, 1984; Muller, 1985). This wavelength region of the solar spectrum was originally designated by the letter ' $G$ ' by Fraunhofer and is currently known as 'G-band'. It is densely populated with absorption lines of the CH radical and a few elements. It is formed in the upper photosphere (Zirin, 1989). It is observed (Berger and Title, 1996) that the bright points occur without exception on the sites of isolated magnetic flux concentrations. It is believed that (Title et al., 1992; Keller, 1992; Yi and Engvold, 1993; Berger et al., 1995) the observed bright points can be associated with 'thin flux tubes' (Spruit, 1976) which have become a standard
theoretical model for the small scale magnetic flux in the solar photosphere. Berger and Title (2001) have investigated the relationship between the the bright points of the G-band and the photospheric magnetic field, using co-temporal observations at G-band, Ca II $\lambda 3933$ K line, Fe I $6302 \AA$ magnetograms and $6563 \AA H_{\alpha}$ and identified a class of G -band bright points that appear on the edges of bright, rapidly expanding granules and are non-magnetic (at the flux limit). Recently, Steiner, Hauschildt and Bruls (2001) compared the theoretical G-band spectrum, computed on the basis of a realistic atmosphere for a magnetic flux tube with that from the quiet Sun surroundings and found that the former has significantly high intensity throughout the spectrum because it is hotter than the quiet Sun and the difference is more pronounced within the range of CH band lines. They attributed the enhanced contrast in the G-band to the reduction in the abundance of the CH radicals through dissociation in the deep photospheric layers of the hotter flux-tube atmospheres compared to the quiet Sun surroundings; this process weakens the CH lines within the flux tube and allows more of the continuum to shine through the thinned forest of CH lines.

The lower ( $h<1500 \mathrm{~km}$ ) and middle ( $1500 \leq h \leq 2250 \mathrm{~km}$ ) chromosphere of the Sun reveals a conspicuously bright network of cells of size $\sim 33000 \mathrm{~km}$ when observed in the K line of Ca II (Title, 1966; Foukal, 1990). The walls of the cells are outlined by bright flocculi. The cells are well defined except for occasional gaps in the cell boundaries and are present everywhere in the disk. The cellular pattern is lost near the limb but bright flocculi survive. Near the active region, the cell is completely filled with bright material and the cell forms the part of chromospheric faculae. It is found that the chromospheric network is closely associated with the photospheric network which in turn is highly associated with the distribution of the longitudinal magnetic fields at the photosphere (Chapman and Sheeley, 1968). The origin of the chromospheric network lies in supergranulation, a cellular pattern of horizontal motions in the upper photosphere covering most of the quiet Sun. The supergranulation is closely related to both the chromospheric and the photospheric networks. It is believed
that the horizontal currents associated with each supergranule sweep the magnetic fields to its boundaries and these magnetic fields cause excess heating, which, in turn causes the bright chromospheric network (Bray and Loughhead, 1974). It is also known that supergranular flows do not always fill the cell, as evidenced by incomplete cell boundaries.

The Network Bright Points (NBPs) of the photosphere (Stenflo and Harvey, 1985; Muller, 1985) have been identified to exhibit high contrast in violet band head of CN radical (Chapman, 1970) and in the G-band (Muller, 1985). It is also known that the NBPs are closely associated with the coarser calcium network bright points (Chapman and Sheeley, 1968; Muller, 1985). However, it is puzzling to note that while the G-band bright points are distributed all over the disk (Berger et. al, 1995; Muller, 1985), the chromospheric network bright points are preferentially present along the boundaries of the network cells. In this Chapter, we try to address the following question: What is the physical phenomenon that dictates the preferential heating at the chromospheric levels, though the sources from below - if assumed to be the G-band bright points are distributed all over the disk? To find an answer to this question, we performed near-simultaneous observations at the G-band and the K line of Ca II at three different regions of the solar surface. In the following Sections, we describe the details of our observations and analyses, and discuss the results in the light of the aforementioned question.

### 4.2 Observations

A quiet Sun region, a plage region and the NOAA AR8923 were observed near simultaneously at the K line of $\mathrm{Ca} \mathrm{II}(\lambda=3933 \AA)$ and at the G -band of CH radical $(\lambda=$ $4305 \AA$ ) on 24th, 25 th and 26 th March 2000 respectively, using the 76 cm Dunn Solar Telescope of the Sacramento Peak Observatory (Evans, 1967), Sunspot, New Mexico, USA. The selected region of the primary image was collimated using a telecentric lens

| Series | Date | Time | $\Delta t(\mathrm{~ms})$ |  | $\theta$ | M |  | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | (ddmmyy) | UT | G-band | Ca II K |  | G-band | Ca II K |  |
| A | 24.03 .00 | $15: 28: 41$ | 50 | 50 | 269.383 | 150 | 150 | QR |
| B | 24.03 .00 | $15: 36: 48$ | 50 | 50 | 269.278 | 300 | 300 | QR |
| C | 25.03 .00 | $14: 57: 40$ | 70 | 70 | 170.527 | 300 | 300 | RAR |
| D | 25.03 .00 | $15: 12: 53$ | 70 | 70 | 171.652 | 300 | 300 | RAR |
| E | 25.03 .00 | $15: 28: 17$ | 70 | 70 | 172.836 | 300 | 300 | RAR |
| F | 25.03 .00 | $15: 43: 35$ | 70 | 70 | 173.973 | 300 | 300 | RAR |
| G | 26.03 .00 | $14: 42: 26$ | 70 | 50 | 181.131 | 300 | 300 | AR8923 |
| H | 26.03 .00 | $15: 01: 17$ | 70 | 50 | 181.584 | 50 | 50 | AR8923 |
| J | 26.03 .00 | $15: 04: 08$ | 70 | 50 | 181.650 | 50 | 50 | AR8923 |
| K | 26.03 .00 | $15: 06: 43$ | 70 | 50 | 181.700 | 50 | 50 | AR8923 |
| L | 26.03 .00 | $15: 09: 14$ | 70 | 50 | 181.765 | 50 | 50 | AR8923 |
| M | 26.03 .00 | $15: 12: 00$ | 70 | 50 | 181.831 | 50 | 50 | AR8923 |
| N | 26.03 .00 | $15: 14: 45$ | 70 | 50 | 181.897 | 50 | 50 | AR8923 |
| O | 26.03 .00 | $15: 19: 05$ | 70 | 50 | 181.997 | 50 | 50 | AR8923 |
| P | 26.03 .00 | $15: 21: 42$ | 70 | 50 | 182.062 | 50 | 50 | AR8923 |
| Q | 26.03 .00 | $15: 24: 14$ | 70 | 50 | 182.125 | 50 | 50 | AR8923 |
| R | 26.03 .00 | $15: 26: 55$ | 70 | 50 | 182.190 | 50 | 50 | AR8923 |
| S | 26.03 .00 | $15: 29: 39$ | 70 | 50 | 182.256 | 50 | 50 | AR8923 |
| T | 26.03 .00 | $15: 32: 25$ | 70 | 50 | 182.322 | 50 | 50 | AR8923 |

Table 4.1: Characteristics of observations performed at Sacramento Peak. Observations were performed at $\lambda=430.5 \pm .5$ (G-band) and $\lambda=393.3 \pm .15$ (Ca II K) nearsimultaneously. First column represents different series of data recorded. Second and third columns represent the date and Universal Time of the observations. $\Delta t$ is the exposure time. $\theta$ is the heliocentric position angle of the observed region. M is the number of frames recorded per series. Plate scale for G-band data is 0.07396 arc sec per pixel and for Ca II K data is 0.09343 arc sec per pixel. QR - Quiet Region, RARRemnant Active Region (Plage Region), AR8923 - NOAA Active Region 8923.
of focal length 1500 mm . Another telecentric lens of focal length 1553 mm formed the final image, with a plate scale of 3.89 arc sec per mm. A $50 / 50$ cube beam splitter was placed in the path of the beam immediately after the image forming lens. A Gband filter with $10 \AA$ passband was placed in one beam and a Ca II K filter with $3 \AA$ FWHM was placed in the other. The 16 bit Pixel Vision camera consisting of 512 by 512 square pixels of size 24 micron was used to record a few sequences of images at the K line of Ca II at the rate of one frame per 2.7 s . The 10 bit Thompson camera consisting of 640 by 640 square pixels of size 19 micron was used to record a few sequences of images in the G-band at the rate of one frame per 2.7 s . The field-of-view was 47.8354 by 47.8354 arc sec with 0.09343 arc sec per pixel for the images recorded in the K line and 47.3371 by $47.3371 \mathrm{arc} \sec$ with 0.07396 arc sec per pixel for the images recorded in the G-band. The theoretical resolution of the telescope was 0.13 arcsec at the K line of Ca II and $0.14 \mathrm{arc} \sec$ at the G -band. Table 4.1 indicates finer details of the observations.

### 4.3 Analysis

Since the exposure time was more than 20 ms , the recorded G-band bright points were smeared in most of the frames. The images were recorded with at the rate of 2.7 s per frame. Assuming the value of sound speed as 10 km per second, the life time of the features is $\sim 10 \mathrm{~s}$. Thus, we could not use more than 3 consecutive frames for speckle reconstructions. Moreover, because of poor seeing conditions, the images were completely blurred on many occasions. Thus, we could not perform analysis of long time sequences. Instead, we selected three consecutive best images using our frame selection method (Section 2.7, Page 29) and obtained a speckle reconstruction for each region (AR8923, plage and quiet Sun regions). Figures 4.1 and 4.2 represent the reconstructed images of a plage region in Ca II K line and G-band respectively. Figures 4.3 and 4.4 represent the reconstructed images of a quiet Sun region in Ca II K
and G-band respectively. Figures 4.5 and 4.6 represent the reconstructed images of the AR8923 in Ca II K and G-band respectively. The images recorded in G-band were rotated, re-sampled and shifted (using sushift.pro mentioned in Chapter 3) to match the Ca II K images. The required amount of shifts were estimated up to half a pixel accuracy by cross-correlating the US Air Force target pattern recorded at Ca II K line and G-band.

In the absence of continuum images, we adopted the following procedure to extract the G-band bright points from the reconstructed images

- We used a 'blob finding' algorithm (Tomaita, 1990; Berger et al., 1995) to extract bright blobs from the reconstructed image
- We then performed an un-sharp masking to sharpen the edges of the blobs.
- We then obtained a binary image by setting the intensity values of all the pixels above a 'hard' threshold to unity and the rest to zero. We selected the threshold using the following criteria: We obtained an histogram of the un-sharp masked image and empherically selected a value ( 1.25 for plage region, 0.4 for quiet Sun region, and 0.5 for the AR8923) at the right side of the peak. We found the average intensity of of all the pixels having value greater than the selected value minus one standard deviation as the threshold value.
- We then 'opened' (Haralick, Sternberg and Zhuang, 1987) one copy of the binary image using dilation and erosion processing with 5 pixel kernel to reduce the large residual granulation noise. We subjected another copy of the binary image to a median filter to reduce the noise due to isolated peaks (salt and pepper noise).
- Finally we created a binary bright point map by performing a Boolean 'OR' operation of the two copies of the binary images. Figures $4.7,4.8$ and 4.9 show the binary bright point maps of the plage region, quiet Sun region and the AR8923 overlaid on the corresponding G-band images.


### 4.4 Results and Discussion

In what follows, we present a detailed comparison of the processed image of Ca II K and the G-band image for the three different regions. We refer to the features in the Figures by their co-ordinates. For example, $[0,0]$ represents lower left corner of the image; $[45,45]$ represents upper right corner of the image. A feature covering more than a single point in the image is represented by the coordinates of its lower left corner and the upper right corner. We use the term GBP to denote G-band bright points. The Ca II K images (Figures 4.1, 4.3, and 4.5) printed on tracing sheets, have been placed on top of the binary bright point maps overlaid on the corresponding G-band images (Figures 4.7, 4.8 and 4.9), to help the readers to clearly see the points mentioned below.

Plage region (Figu and 4.2):

1. At the outset, we find a striking correlation between the large scale distribution of the GBPs and the bright network of the Ca II K line.
2. The GBPs seem to be shifted horizontally by 0.5 arc sec with respect to the Ca II K network bright points. Since we have aligned the images as accurately as possible, we can not attribute this offset ( $\sim 5$ pixels) to alignment errors. However, as mentioned in Section 4.2, the fickd-of-view of the G-band images is less than that of Ca II K images by 0.5 arc sec . This could perhaps be the reason for the spatial mismatch. At the same time, we also find a GBP aligned with an isolated brightening in Ca II K image ( $[1,3]$ in Ca II K image). This implies that the error due to the difference in the field-of-view is distributed throughout the image.
3. In a majority of the cases, for a brightening in Ca II K image, there is an associated GBP.
4. There are a few brightenings in Ca II K images, for which there are no associated GBPs. For example, brightenings in Ca II K images at [9,35], [10,37], [15,37], [4.5,13;
$6.5,13]$ do not have associated GBPs that can be clearly identified.


Figure 4.1: Image reconstructed from three best frames of a plage region in Ca II K line.


Figure 4.2: Image reconstructed from three best frames of a plage region in Gband.


Figure 4.4: Image reconstructed from three best frames of a quiet Sun region in G-band.


Figure 4.5: Image reconstructed from three best frames of NOAA AR8923 in Ca II K line.


Figure 4.6: Image reconstructed from three best frames of NOAA AR8923 in Gband.


Figure 4.7: G-band binary map of a plage region overlaid on the corresponding reconstructed G-band image.


Figure 4.8: G-band binary map of a quiet Sun region overlaid on the corresponding reconstructed G-band image.


Figure 4.9: G-band binary map of the NOAA AR 8923 overlaid on the corresponding reconstructed G-band image.
5. Relatively darker regions in Ca II K images have associated GBPs that are either co-spatial or offset by 3-6 pixels.
Quiet Sun Region (Figures 4.3 and 4.4):

1. The conspicuous network pattern in the Ca II K image ( $[7,16 ; 17.5,27]$ ) has associated GBPs; but these GBPs are spread diffusely (unlike the dense clustering in plage region).
2. The brightening in the lower right corner of the Ca II K image ([41,3.5; 43,7]) does not have an associated GBP; The brightening at [43,32; 45,34] has got a tiny associated GBP at its edge; that is, at [ 45,32$]$ in G-band image. In general, the brightenings on the right hand side edge of Ca II K image do not have associated GBPs.
3. Not all the brightenings in Ca II K image have associated GBPs.
4. Relatively darker regions of Ca II K image have associated bright points which are clearly evident; but in a fow cases, this tendency is not clear.

AR8923 (Figures 4.5 and 4.6):

1. All the brightenings in Ca II K image have associated GBPs. The spatial density (the number of bright points per square cm ) appears to be proportional to the degree of brightenings; that is, the higher the intensity in Ca II K image, the denser the distribution of bright points.
2. Here again, GBPs occur near the edges of Ca II K brightenings; at a few places GBPs are co-spatial with the Ca II K brightenings.
3. Relatively darker regions of Ca II image have got associated GBPs.
4. There is an isolated brightening in Ca II K image ([25.5,17.5]) for which there is no associated GBP.

In general, we find that the GBPs are densely clustered in the plage region than in quiet and the AR8923. However, since our exposure time was large, most of the GBPs could have been washed out and this could be one of the reasons for the absence of GBPs for some brightenings in Ca II K . This also implies that only those GBPs that are relatively larger in size and withstood the atmospheric blurring have been identified.

Our G-band binary map also contains bright points that are relatively bigger. These could be residuals of granulation. It should also be remembered that our bright point maps are vulnerable to the threshold value. The relatively higher density of GBPs at the locations of brightenings in Ca II K images implies that these GBPs must be of magnetic origin (as the Ca II network has been popularly known as poor man's magnetogram; Bray and Loughhead, 1974). Thus, there could be two varieties of GBPs: those closely associated with the photospheric magnetic field distribution and those present every where. Even these intra-network bright points could be associated with the intra-network Ca II K bright points (Sivaraman and Livingston, 1982), not resolved in the present data. The bright points which are present everywhere are swept by the horizontal motions in the supergranulation to the boundaries and hence there is clustering. At the same time, GBPs are continuously formed at all locations and hence at any given time we get to see the GBPs everywhere.

### 4.5 Summary

We performed speckle observations of a quiet Sun region, a plage region (remnant active region) and the NOAA AR8923 near-simultaneously at G-band and Ca II K with an exposure time of $50-70 \mathrm{~ms}$ and a frame rate of one frame per 2.7 seconds. We selected three consecutive best images from the sequences of images of the aforementioned regions using our frame selection scheme and obtained a reconstruction in each case. We obtained a binary map of the GBPs from the reconstructed G-band images using image segmentation techniques and then studied the morphology of the Ca II K and GBPs. We suggest that perhaps there could be two varieties of the GBPs: those present everywhere and those closely associated with the magnetic field distribution in the photosphere; the former are swept by supergranular horizontal motions to the boundaries and cause heating at the upper layers; continuous formation of GBPs at all locations is responsible for their uniform distribution at any given time. The intra-network GBPs are perhaps associated with the Ca II $\mathrm{K}_{2 V}$ bright points, not resolved in the present data.

## Chapter 5

## Interferometric Imaging

### 5.1 Introduction

The formation of an image by an imaging system can be considered as an interferometric process. In Young's double slit experiment, a monochromatic light (light from a point source) falls on two closely spaced pinholes and the light passing through the pinholes forms a fringe pattern (interference pattern) at the region of superposition. Fringes get oriented in a direction perpendicular to the line joining the pinholes with a spatial frequency proportional to the separation between the pinholes. The fringes can be characterised by a quantity known as 'visibility' (Born and Wolf, 1980). As the size of the source increases (or when the source is observed with a wide bandwidth), the visibility decreases. In the case of astronomical imaging (quasi-monochromatic, incoherent imaging systems; see Born and Wolf, 1980; Goodman, 1996), the exit pupil of the telescope can be regarded as consisting of a large number of fictitious pinholes and the observed image intensity distribution can be considered as the resultant of a multitude of fringe patterns corresponding to all the possible separations and orientations of the pinholes. (Goodman, 1985; Roddier, 1988). In this case, the 'visibility' of a component fringe pattern is proportional to the complex degree of coherence $\mu_{i j}(\mathbf{d})$, where
the subscripts represent the corresponding pair of pinholes and $|\mathbf{d}|$ is the separation between them. For a quasi-monochromatic incoherent extended source, $\mu(\mathbf{d})$, which describes the correlation of vibrations between two points in space separated by the distance $\mathbf{d}$, is equal to the two dimensional Fourier transform of the intensity distribution across the source except for a phase factor and scaling constants. This is known as the Van Cittert-Zernike theorem and forms the basis of all high resolution interferometric imaging measurements (Born and Wolf, 1980). In Section 5.2, we briefly describe the method of extracting the information about the object from the recorded fringes. In Section 5.3, we describe the possibility of having two kinds of transfer functions for interferometric imaging systems. In Section 5.4, we describe the laboratory simulation of an interferometric imaging system. In Section 5.5 , we describe the method of simulating a specklegram or interferogram. Finally, we simulate fringes that can be formed by small scale solar features and compare them with those obtained with real observations at KO .

### 5.2 Interferometric Imaging using Closure Phase Technique

In the simplest kind of interferometer, known as 'Fizeau's type', the entrance pupil (or the re-image pupil plane) of a telescope is covered with a mask containing several holes (sub-apertures) and the fringes are recorded at the image plane. Small sub-aperture spacings provide information on the low spatial frequency components and large subaperture spacings provide information on the high-frequency components. When no two baselines (a vector connecting the centers of two sub-apertures) are identical, the mask is called Non-Redundant Mask (NRM). While the redundancy improves the signal to noise ratio of the system, it could be harmful in the presence of telescope aberrations or phase error introduced by the atmosphere as the position of the fringes is different for
identical baselines and thus there is reduction in the visibility of the fringes (Goodman, 1985).

At the image plane, one gets crossed set of fringes due to different baselines. The fringes bear the information about the object. The contrast of the fringe gives the fringe amplitude and the position of the fringe with respect to that of a point source along the axis of the telescope gives the fringe phase. The amplitudes and phases of the fringes are the amplitudes and phases of the complex mutual coherence function which in turn is the Fourier transform of the object intensity distribution (Born and Wolf, 1980). The amplitudes and phases of the fringes are corrupted by the atmosphere. The fringes keep moving across the detector and short exposures are necessary to "freeze" them. However, the fringe phase can be preserved using a closed set of three baselines.

If $\alpha_{i}$ is the phase error at the $i^{\text {th }}$ element (sub-aperture) of an interferometric array, and $\phi_{i j}$ is the phase produced by the source structure corresponding to the baseline connecting the $i^{\text {th }}$ and $j^{\text {th }}$ elements, then the observed phase is given by

$$
\begin{equation*}
\phi_{i j}^{\prime}=\phi_{i j}+\alpha_{i}-\alpha_{j} . \tag{5.1}
\end{equation*}
$$

When the observed phases corresponding to the baselines joining three elements $i=1,2,3$ are added, we get a conserved quantity called closure phase which is independent of the atmospheric and instrumental phase errors.

$$
\begin{equation*}
\phi_{\text {closure }}=\phi_{12}^{\prime}+\phi_{23}^{\prime}+\phi_{31}^{\prime}=\phi_{12}+\phi_{23}+\phi_{31} \tag{5.2}
\end{equation*}
$$

From the closure phases, component phases can be determined. Using the normalised amplitudes and the phases of the fringes the complex mutual coherence function can be obtained and then Fourier inverted to get the object intensity distribution. This reconstructed image is called "dirty map" of the object in radio astronomy. It is 'CLEANed' (deconvolved) using a "dirty beam" obtained by observing a point source (Högbom, 1974; Schwarz, 1978; Steer, Dewdney and Ito, 1984; Thompson, Moran, and Swenson, 1986; Dwarakanath, Despande and Udaya Shankar, 1990).

### 5.3 Interferometric Imaging Systems with Non-zero Transfer Functions

The maximum resolution obtained in a Fizeau's type interferometer is limited by the diameter of the telescope. In another kind of interferometer, known as 'Michelson's type interferometer', the light reflected by two movable mirrors mounted on a rigid arm falls on the primary mirror of a telescope and is combined at the image plane to form fringes. While the frequency of the fringes is a function of the separation between the light beams at the primary mirror of the telescope, the visibility of the fringes is a function of the separation between the two reflecting mirrors. By varying the separation between the mirrors, the Fourier components of the object can be measured one by one (assuming that the object intensity distribution does not change during the period of observation).

As the resolution of an imaging system is defined as an integral over the spatial frequencies of the ensemble averaged MTF of the system (Section 1.4), it is of interest to compare the MTF of an interferometer with an equivalent telescope. The relative sizes of the elements of an interferometer with respect to the separation between them is an important factor in deciding the performance of an interferometer. With proper choice of the size and the inter-element separation, one can arrive at an optimum array configuration such that the transfer function of the array does not contain zeros (to be distinguished from the zeros in the $u v$ plane when the observed object is completely resolved at the corresponding spatial frequency) within the diffraction limit of an equivalent monolithic telescope. In such cases, one can extend the bispectrum technique to reconstruct images from the fringes (Reinheimer and Weigelt, 1987). The transfer function (equivalent of Korff's function of the monolithic case) can be obtained through simulations and deconvolution can be performed using linear deconvolution techniques (Gonzalez and Wintz, 1977). On the other hand, when the transfer function of the
array contains zeros within the diffraction limit of an equivalent monolithic teleseope, one has to use non-linear deconvolution techniques like tho Maximum Fitropy Methorl (Nityananda and Narayan, 1982; Narayan and Nityanancla, 1986). As the amome of information available is limited in such sparsely filled arrays (that have zeros in their transfer function), it can have significant effects on the reconstructed images. However, when the observed field-of-view contains an isolated bright feature (bursts), sparsely filled arrays may still lead to reliable reconstructions.

### 5.4 Laboratory Simulation of Interferometric Imaging

The Experiment: We performed a simple experiment in the laboratory. Tho basie aim of this experiment was to study some aspects of the interferometric inaming (or closure phase imaging) technique. Figure 5.1 shows the experimental setup. 'The


Figure 5.1: Experimental setup for interferometric: imaging.
light from a $\mathrm{He}-\mathrm{Ne}(\lambda=6328 \AA$ ) laser was spatially filtered using a combination of a microscopic objective ( $L 1$, focal length 53 mm ) and a 30 micron pinhole aperture $p 1$. As the size of the central maximum of the diffraction pattern of the objective at the pinhole aperture was larger than the size of the pinhole, the illumination at the pinhole was spatially coherent. A lens $L 2$ of focal length $f 1=500 \mathrm{~mm}$ collimated the beam.

An aperture of 15 mm diameter (not shown in Figure) was placed just before the lens $L 2$. The diffraction at the pinhole $p 1$ produced an Airy pattern of size $\sim 13 \mathrm{~mm}$ at the aperture plane of $L 2$. A mask (similar to the one shown in Figure 2.2) containing seven identical holes of size 750 micron was kept in the collimated beam closer to a third lens $L_{3}$ of focal length $f 3=1000 \mathrm{~mm}$. The smallest separation between the holes was 2 mm . The third lens focused the interfering beams on to a charge coupled device detector (EEV ${ }^{T M}$, P46382) consisting of 385 by 576 pixels of size 22 by 22 micron. For the given pixel size, wavelength and $f 3$, the largest possible separation between the holes $b$ was 14 mm (that is, $b \leq 14 \mathrm{~mm}$ ). The Airy diffraction pattern of the lens $L 2$ was smaller than the size of the pinhole and hence the pinhole acted as an extended source. Each pair of holes produced fringes at the detector plane. These fringes were


Figure 5.2: (a) Fringes formed at the image plane of an optical interferometric imaging system. Twenty one sets of fringes (due to seven holes in a mask) are superimposed on each other and are modulated by the diffraction pattern of a single hole in the mask. This figure shows the central maximum of the diffraction pattern in the absence of wavefront distortions. (b) Fringes formed at the image plane of an optical interferometric imaging system in the presence of wave-front distortions created by introducing a glass plate sprayed with silicon oil. Note the shift in the position of the fringes. Fringes keep moving across the image plane because of the distortions. The Figures show the negative fringes.
modulated by the diffraction pattern of the single hole. The fringes corresponding to all the pairs were superimposed and an example of the negative of the resulting pattern is shown in Figure 5.2 (a). It contains $21\left({ }^{7} \mathrm{C}_{2}\right)$ distinct fringe patterns. The dark regions correspond to the coherent superposition of the fringes. First, a sequence of 16 frames were recorded using a DT2861 frame grabber card. Then a thin glass plate sprayed with silicon oil was kept rotated close to the lens $L 3$ and another sequence of 16 distorted fringe patterns were recorded (One example is seen in Figure 5.2 (b)).

Image Reconstruction from the Fringes: We reconstructed the image from both the undistorted and distorted fringe patterns using the following procedure (similar to that used by Nakajima et al., 1989).
a: We estimated the baselines as seen from the image plane in this way: If $d x$ and $d y$ are the separations between any two holes in $x$ and $y$ directions, then the discrete spatial frequency components of the corresponding fringe pattern is ( $M s x d x / \lambda f_{3}, N s y d y / \lambda f_{3}$ ), where $M$ and $N$ are the number of samples in the two directions and $s x$ and $s y$ are the pixel size in the two directions. If the image is shifted in either direction by half the size before and after computing the Fourier transform so as to make the zero frequency component appear at the pixel ( $M / 2, N / 2$ ), then the spatial frequency components are given by ( $M s x d x / \lambda f_{3}+M / 2, N s y d y / \lambda f_{3}+N / 2$ ). In the power spectrum peaks occur at the corresponding spatial frequencies. In practice, the positions of the peaks in the power spectrum will be slightly shifted on either side of the the theoretical values. We identificd the positions of the peaks through visual inspection of the average power spectrum of all the sixteen frames. Assuming $\left(x_{i}, y_{i}\right), i=0,1,2, \ldots, 6$ are the positions (co-ordinates) of the holes in the mask plane with respect to one of the holes and $p_{i j},(i=0,1,2, \ldots, 6$ and for each $i, j=i+1, i+2, \ldots, 6$ ) are the positions (co-ordinates) of the peaks in the average power spectrum corresponding to the baselines joining the $i^{\text {th }}$ and $j^{\text {th }}$ hole
in the mask, we formed 21 equations of the form

$$
\begin{equation*}
d x_{i j}=x_{i}-x_{j}=\left(p_{i j}-(M / 2)\right) \lambda f_{3} /(M s x) \tag{5.3}
\end{equation*}
$$

where $i=0,1, \ldots, 5$ and for each $i, j=i+1, i+2, \ldots, 6, \lambda$ is the wavelength of observation and $f 3$ is the focal length of the lens $L 3$. We solved these equations using Singular Value Decomposition method (SVD; see Antia, 1991). From the coordinates of the holes, we determined the baselines and by dividing them by wavelength, we obtained the spatial frequencies.
$b$ : Next, we estimated the average power spectrum at the estimated spatial frequencies using a 2-D discrete Fourier transform. We assumed that the power at the origin of the Fourier plane is approximately equal to the power at the smallest spatial frequencies. We normalised the power spectrum by dividing it by its value at the origin of the Fourier plane.
c: We estimated the average closure phases using the following procedure: If a mask contains $n$ holes, there will be $n(n-1) / 2$ baselines and $(n-2)(n-1) / 2$ independent closure phases (Thompson, Moran and Swenson, 1986). In the presence of additive noise, one can consider all the possible closure phases (Nakajima et al., 1989). If $\phi_{i j}^{\prime}$ is the phase of the Fourier transform of an interferogram corresponding to the baseline $d_{i j}$ joining the holes $i$ and $j$, then one can obtain the closure phases $\phi_{i j k}$ as

$$
\begin{equation*}
\phi_{i j}^{\prime}+\phi_{j k}^{\prime}-\phi_{i k}^{\prime}=\phi_{i j k} \tag{5.4}
\end{equation*}
$$

As the mask contained 7 holes in our case, we estimated 35 average closure phase values. Assuming the phase of the Fourier transform of the object corresponding to the shortest baselines in either directions as zero, we estimated the remaining Fourier phases from the closure phases using SVD (Antia, 1991) method.
$d$ : We formed a complex array of numbers by multiplying the square root of the normalised average power spectrum and the corresponding estimated Fourier
phases and performed an inverse Fourier transform to obtain the reconstructed object.

Figures 5.3 (a) and (b) represent the reconstructed images in the absence and presence of the wave-front distortions respectively.

### 5.5 Computer Simulations on Interferometric Imaging

We developed software for simulating specklegrams and interferograms. The aim is to simulate the fringes that can be obtained while observing small scale solar features that ride on a bright background. The procedure for simulating a time series of specklegrams or interferograms is as follows: First, a large 'phase screen' $\phi(x, y)$, that simulates the behaviour of a turbulent layer(s) is generated, either by the classical FFT based method (McGlamery, 1976) or by the 'Zernike Polynomials' method (Roddier, 1990). A stationary, atmospherically distorted wave-front $A(x, y)$ is then obtained using the expression $A(x, y)=\exp (\jmath \phi(x, y))$. Assuming Taylor's frozen turbulence hypothesis (that is, the turbulence pattern due to an atmospheric layer blows past the telescope aperture faster than any changes that occur in it), the large wave-front is divided into a series of small wave-fronts of appropriate size, the spatial separation between the consecutive wave-fronts being determined by the time interval between them and the wind speed. Then each wave-front of the series multiplied by a (complex) pupil function (in the case of interferogram, the pupil function resembles an interferometric array). The power spectrum of the series of wave-fronts produces a series of specklegrams or interferograms.

(b)

Figure 5.3: Contour maps of the images reconstructed from the interference fringes using the closure phase technique invented by radio astronomers. (a) Reconstruction in the absence of wave-front distortions. (b) Reconstruction in the presence of wavefront distortions. The width of the contour at the half the maximum value is $\sim 30$ micron (12 arc sec) used in the experiment.

### 5.5.1 Generation of Phase Screens

We followed the classical FFT based method to generate the phase screens. Under small peturbations- and near-field-approximations (Roddier, 1981), and assuming von Kármán spectrum for the fluctuations in the refractive index, an expression for the power spectrum (squared modulus of the average Fourier transform) of phase fluctuations (resulting from path-length fluctuations) can be obtained as (Noll, 1976; Roddier 1981)

$$
\begin{equation*}
W_{\phi_{0}}(\mathbf{f})=0.0227 r_{0}^{-5 / 3}\left(f^{2}+1 / L_{0}^{2}\right)^{-11 / 6} \tag{5.5}
\end{equation*}
$$

where $r_{0}$ is the Fried's parameter, $f$ is the absolute value of the spatial frequency f (in units of $1 /$ length) and $L_{0}$ is the outer scale of the turbulence. The exponential term containing the inner scale of the turbulence $l_{0}$, present present in the von Kármán spectrum, has a value of the order of unity and hence has been neglected in arriving at Equation 5.5. Given the average power spectrum of the phase fluctuations, one of the realisations of the phase screen can be obtained by inverse Fourier transforming the product of square root of the power spectrum and an unit amplitude phasor $\exp (j \theta)$, where $\theta$ is a random number distributed uniformly between $-\pi$ and $\pi$. This can be proved as follows: If $i^{\text {th }}$ realisation of the phase screen is given by,

$$
\begin{equation*}
\phi_{i}(x, y)=\int_{-\infty}^{+\infty} \sqrt{\left(W_{\phi_{0}}(\mathbf{f})\right)} \exp \left(\mathrm{J}_{i}\right) \exp \left(\mathrm{J} 2 \pi\left(f_{x} x+f_{y} y\right)\right) d f_{x} d f_{y} \tag{5.6}
\end{equation*}
$$

Iding the Fourier transform $\Phi_{i}\left(f_{x}, f_{y}\right)$, of a large number $(i=1,2, \ldots N)$ of
$\qquad$ ons of the phase screen, we got

$$
\begin{equation*}
\sum_{i=1}^{N} \Phi_{i}\left(f_{x}, f_{y}\right)=\sum_{i=1}^{N} \sqrt{\left(W_{\phi_{0}}(\mathrm{f})\right)} \exp \left(\mathrm{J} \theta_{i}\right) . \tag{5.7}
\end{equation*}
$$

The average power spectrum is then given by

$$
\begin{equation*}
\frac{1}{N^{2}} \sum_{i=1}^{N} \Phi_{i}\left(f_{x}, f_{y}\right) \sum_{i=1}^{N} \Phi_{i}^{\star}\left(f_{x}, f_{y}\right)=W_{\phi_{0}}(\mathbf{f}) \frac{1}{N^{2}}\left|\sum_{i=1}^{N} \exp \left(\mathrm{~J} \theta_{i}\right)\right|^{2}=W_{\phi_{0}}(\mathbf{f}) . \tag{5.8}
\end{equation*}
$$

Thus, we obtain the power spectrum that we start with.

As any practically realisable phase-screen has to have a limited size (of length $L$ or area $L^{2}$ ), an expression for its power spectrum $W_{L}(\mathbf{f})$ can be obtained using the following definition (http://www.eso.org/~fdelplan/laos/node5.html) of the phase power spectrum:

$$
\begin{equation*}
W_{\phi_{0}}(\mathbf{f})=\lim _{L \rightarrow \infty}\left(\frac{\left.\left.\langle | W_{L}(\mathbf{f})\right]^{2}\right\rangle}{L^{2}}\right) . \tag{5.9}
\end{equation*}
$$

This implies that the phase screens are generated in such a way that the mean squared power spectrum at any frequency of a large number of phase screens of limited size is equal to the theoretical power spectrum at the same frequency. $\left|W_{L}(\mathrm{f})\right|^{2}$ is the sum of the square of the powers in the real and imaginary parts. Assuming that the power in the real and imaginary parts are equal, the absolute value of $W_{L}(f)$, according to Equation 5.9 , is $\sqrt{2}$ times the square root of the real part (theoretical power spectrum).

$$
\begin{equation*}
\left|W_{L}(\mathrm{f})\right|=L \sqrt{2 \times 0.0227} r_{0}^{-5 / 6}\left(f^{2}+1 / L_{0}^{2}\right)^{-11 / 12} . \tag{5.10}
\end{equation*}
$$

Thus, two phase screens of length $L$ can be obtained in the discrete form from the real and imaginary parts of the following Equation:

$$
\begin{equation*}
\phi_{0}(i, j)=\sqrt{2 \times 0.0227}\left(L / r_{0}\right)^{5 / 6} F^{-1}\left[\left(k^{2}+l^{2}+\left(L / L_{0}\right)^{2}\right)^{-11 / 12} \exp \{J \theta(k, l)\}\right], \tag{5.11}
\end{equation*}
$$

where $i, j$ are indices in the direct space, $k, l$ are the indices in the Fourier space and $F^{-1}$ represents inverse Fourier transform. Note that the factor $L^{2}$ gets cancelled with the integrating variable in the Fourier domain having the dimension of $1 / L^{2}$, leaving the phase screen dimensionless.

The behavior of the phase screen at low frequencies depends on the size of the outer scale of the turbulence $L_{0}$ (Jakobsson, 1996). Its value varies between 10 and 100 m (Buscher et al., 1995). The size of the phase screen must be greater than or equal to the outer scale of the turbulence in order to include major fraction of turbulent power in the simulation (Sedmak, 1998). Thus, when outer scale lengths of 100 m are considered in the simulation, the generation of phase screens using FFT demands intense computations and huge memory resources. This can be reduced by adding phase screens corresponding to low frequencies, generated using Discrete Fourier

Transform, to the FFT based phase screen (Glindemann, Lane and Dainty, 1993; Lane, Glindemann and Dainty, 1992).


Figure 5.4: Structure functions estimated for different values of the outer scale of the turbulence $L_{0}$; The thin curve indicates the theoretical value (Herman and Strugala, 1990); The thick curve represents the simulated values.

### 5.5.2 Validation of the Simulated Phase Screens

We generated the phase screens using Equation 5.11. As we could generate phase screens of size 100 m with a sampling of 2.5 cm using powerful memory and computing resources, we did not have to add sub-harmonics. We generated phase screens of size equal to the outer scale of the turbulence for different values of $L_{0}$ and $r_{0}$. We estimated the phase structure function from the simulated phase screens and compared
it with the theoretical phase structure function (Herman and Strugula, 1990). Figure 5.4 represents the simulated and theoretical structure functions. The theoretical structure functions were estimated using Mathematica 4.0 software. We also estimated the variance of phase over different pupil sizes. Figure 5.5 indicates the normalised phase variance over pupils of different sizes. The discrepancy between the theory and the simulated curves at low values of $d / r_{0}$ is because of the less number of pixels in the corresponding pupils.


Figure 5.5: Normalised phase variance over the pupils of different diameters, expressed as a function of $d / r_{0}$ for different values of the outer scale of the turbulence $L_{0}$; (a) For Kolmogorov's spectrum (Infinite $L_{0}$ ); (b) For von Kármán spectrum. The continuous curve indicates the theoretical value (Fried, 1965); The dotted curve represents the simulated values.

### 5.6 Simulation of Interferometric Imaging of Small Scale Solar Features

In Section 2.2 (Page 24), we described the details of the interferometric imaging observations of small scale solar features using a NRM (Figure 2.2). We recorded fringes in the interferometric imaging mode and immediately ( $\sim 17$ s later) recorded speckle images of the same features (by removing the mask from the collimated beam; Figure 2.1).

Figure 5.6 represents two sequences of 16 images (interferograms) of a pore region These images were recorded immediately ( $\sim 17 \mathrm{~s}$ ) before recording the speckle images of the same region (Figure 3.6). The speckle images were reconstructed using our speckle code (Section 3.2.1, Feature 3, Figure 3.7, Page 61).

The Sun as a whole being an extended source can not produce fringes. However, various small scale, bright and low contrast features riding on the bright background intensity of the Sun (or small scale bright features present in a locally depressed background such as sunspots and pores) may produce fringes.

In order to confirm the possibility of recording fringes due to small scale low contrast features, and study the nature of the fringes, we simulated interferograms following the procedure described in Section 5.5 for the parameters ( $r_{0}$, pupil configuration, spatial sampling) of our observations and compared them with those obtained in real observations. Our aim was to check whether features like the ones shown in Figure 3.7 (Page 61) can produce fringes with sufficient contrast. In this Section, we present the details of the simulation.

### 5.6.1 Effect of Finite Bandwidth on the Visibility of the Fringes

When an interferometer is used to record the fringes in a narrow bandwidth $\Delta \nu$, fringes due to each monochromatic component get displaced with respect to each other and the visibility of the fringes decreases. The fringes disappear completely when the path difference (due to the difference in the wavelengths) is sufficiently large. Assuming


Figure 5.6: Fringes recorded with the NRM (Figure 2.2, Page 26) during the interferometric imaging observations at KO . Two sequences of 16 interferograms of a pore region ( $2 \times 16=32$ interferograms).
that the spectral energy distribution of the source is constant within the bandwidth $\nu_{0}-\Delta \nu / 2 \leq \nu_{0} \leq \nu_{0}-\Delta \nu / 2$, it is found (Born and Wolf, 1980) that the visibility is attenuated by a factor $\operatorname{sinc}\left(\pi\left(\nu-\nu_{0}\right) \Delta t\right)$, where $\Delta t$ is the coherence time of the light. In other words, if $\overline{\lambda_{0}}$ is the mean wavelength, the visibility is attenuated by a factor $\operatorname{sinc}(\pi \Delta P / \Delta l)$ where $\Delta P$ is the difference in the path length and $\Delta l=\lambda^{2} / \Delta \lambda$ the coherence length. In practice, the standard deviation of the optical path difference for a baseline length $r$ is given by $\sigma_{z}=(2.62 / 2 \pi) \overline{\lambda_{0}}\left(r / r_{0}\right)^{5 / 6}$ (Roddier, 1981). Assuming $r \sim 36 \mathrm{~cm}$, the longest baseline used in our observations, $r_{0}=8 \mathrm{~cm}$, the typical value estimated from our observations (Section 2.4.1, Page 29), $\overline{\lambda_{0}}=6520 \AA$ and $\delta \lambda=160 \AA$ (Section 2.2, Page 24) we find that the visibility is attenuated by a factor $\operatorname{sinc}(0.434537) \sim 0.9688$. Since the loss in visibility is only $3.2 \%$, we assumed monochromatic light of wavelength $\overline{\lambda_{0}}$ in our simulations.

### 5.6.2 Simulation of Interferograms

Determination of the size of the phase screen needed for producing speck-
legrams: The size $M$ of the phase screen (an array of $M$ by $M$ pixels) required for producing specklegrams for a given pupil conffguration (either single aperture or a mask containing multiple sub apertures) can be determined as follows: If $\Delta r$ is the sampling in the phase screen, then in the wave-front corresponding to this phase screen, the number of pixels for a telescope of diameter $D$ is simply $D / \Delta r$. The specklegram of a point source is obtained as the modulus squared Fourier transform of the wave-front multiplied by the pupil function of the telescope. This is equivalent to the instantaneous PSF of the combination of the telescope and the atmosphere. Inverse Fourier transform of the PSF gives the complex autocorrelation of the pupil function. If $s x$ is the sampling in the specklegram (in the image plane), $\overline{\lambda_{0}}$ is the wavelength of observation, $R$ is the focal length of the imaging lens, then

$$
\begin{equation*}
M s x=\left(1.22 \overline{\lambda_{0}} R / \Delta r\right) . \tag{5.12}
\end{equation*}
$$

If $\eta$ is the number of samples (in the image plane) per diffraction limit, then

$$
\begin{equation*}
s x=1.22 \overline{\lambda_{0}} R / \eta D . \tag{5.13}
\end{equation*}
$$


re 5.7: Simulated fringes: First column represents the mask configuration; Second column represents the corresponding PSF; Third column represents the object (reconstructed from first sequence speckle data); Fourth column represents the simulated fringes formed by the object

Substituting Equation 5.13 in Equation 5.12, we obtain $M \Delta r / \eta D=1$. As the minimum value of $\eta$ is 2 , the relation implies that for simulating the performance of a telescope of diameter $D$ meters, the size of the wave-front (phase screen) must be at least twice size of the diameter. Conversely, if $M \Delta r$ is the size of the phase screen and $D$ is the size of the telescope, then the sampling would be $M \Delta r / D$.

Sampling in the Phase Screen: In general, one can generate phase screen with certain spacing $\Delta r$ and select the size of the phase screen for a given telescope of effective diameter $D$ using the relation mentioned earlier. The only constraint is that there should be at least two samples within the atmospheric coherence diameter $r_{0}$. However, in the present case, our aim was to generate a phase screen with a sampling corresponding to the plate scale our image. We used the image of a pore region, reconstructed from a sequence 16 specklegrams (Section 3.2.1, Feature 3, Figure 3.7, Page 61) as the object intensity distribution. We re-sampled the reconstructed image consisting of 46 by 46 pixels with a field of view of 4.3 arc sec into 128 by 128 pixels (as it is convenient to have array sizes integral powers of 2 , while performing Fourier transforms) using CONGRID routine of IDL software. We assumed that the resulting plate scale to be same at the initial plate scale ( 0.093 arc sec per pixel) the recorded images. This corresponded to $\eta=4.8$ samples per diffraction limit. Having decided $\eta$, we estimated the required spatial sampling in the phase screen $\Delta r$ from Equations 5.12 and 5.13 as $\Delta r=\eta D / M=4.8 \times 0.36 / 128=1.32 \mathrm{~cm}$.

As the recorded image $i(\mathbf{x})$ of an extended object is the convolution of the PSF $p(\mathbf{x})$ and object intensity distribution $o(\mathbf{x})$, the interference fringes due to an extended object can be obtained by inverse Fourier transforming the product of the Fourier transform of the PSF $(P(\mathbf{f}))$ and that of the object $(O(\mathbf{f}))$, that is,

$$
\begin{equation*}
i(\mathbf{x})=F^{-1}\{P(\mathbf{f}) \cdot O(\mathbf{f})\} \tag{5.14}
\end{equation*}
$$

Thus, we generated a phase screen of 4096 by 4096 pixels, with a sampling of 1.32 cm per pixel, an outer scale length of the turbulence of $\sim 54 \mathrm{~m}(4096 \times 0.013)$ and $r_{0}=10 \mathrm{~cm}$. We assumed a wind speed of $2 \mathrm{~m} / \mathrm{s}$ and a frame rate of 20 frames per


Figure 5.8: Simulated fringes: First column represents the mask configuration; Second column represents the corresponding PSF; Third column represents the object (reconstructed from first sequence speckle data shifted here, close to the center of the field-of-view.) Fourth column represents the simulated fringes formed by the object
second. We obtained a sequence of phase screens of size 128 by 128 pixels from the bigger screen, by shifting the origin by 4 pixels in each step. We then generated the corresponding wave-fronts, multiplied them by the NRM (Figure 2.2), and obtained fringes. Finally, we obtained the fringes due the solar features using Equation 5.14.

Discussion: Figures 5.7-5.9 represent the fringes simulated by the procedure described above. It should be remembered that the plate scale is not the same as used in the actual observations at KO. As we had extracted a portion of the observed specklegrams and reconstructed them using our speckle code, the effective field of view was reduced to half the original size ( 4.3 arc sec square as against the circular field of view of $8.25 \mathrm{arc} \sec$ used in the actual experiment). Nevertheless, the aim here is to see whether we can get some fringes due to such low contrast features riding on a bright, background and we find that fringes could indeed be formed by such features. It implies that interferometry is still a viable tool for high resolution imaging of extended sources, at least when the observed field-of-view contains isolated bright features; that is, when there is minimum "source confusion" (Thompson, Moran and Swenson, 1986). In practice, regions of interest (for example, NPBs) can be identified using a relatively small telescope and then used for interferometric imaging in a sufficiently narrow bandwidth; the field of view can be restricted to about an arc sec centered at the isolated region to avoid the problem of "source confusion". It should be noted that several authors (Harvey, 1972; Zirker, 1987, 1989; Damé, L., Matric, M., and Porteneuve, 1994; von der Lühe, 1989) have explored the possibility of imaging small scale solar features with interferometers through numerical simulations and real observations.

### 5.7 Summary

In this Chapter, we first briefly described the basic principle of interferometric imaging and the method of extracting the information about an object from its fringes. Then we described the possibility of having two kinds interferometric imaging systems, namely, the ones having non-zero transfer function up to the diffraction limit of an equivalent


Figure 5.9: Simulated fringes: First column represents the mask configuration; Second column represents the corresponding PSF; Third column represents the object (reconstructed from second sequence of speckle data); Fourth column represents the simulated fringes formed by the object
monolithic telescope and the other having zeros in the transfer function. We presented the details of a simple laboratory experiment on the interferometric imaging. We recorded fringes due to a extended source with a NRM reconstructed the image from the distorted fringes using the 'closure phase' technique. We had used a similar mask in our interferometric imaging observations at KO and recorded the fringes. In order to confirm the possibility of recording fringes due to small scale features riding on a bright background or in a locally depressed background, we performed computer simulations. We described the procedure that we adopted for method of obtaining a sequence of phase screens. and validated it by (a) comparing the theoretical and simulated structure functions and (b) comparing the normalised phase variance over pupils of different sizes in the phase screen with that obtained theoretically by Fried (1965). Finally, we simulated interferograms using the speckle reconstructed image as object intensity distributions, for typical conditions that prevailed during our observations. and compared them with those recorded in our interferometric imaging observations at KO. We found that small scale solar features can indeed produce fringes of the nature that was actually observed. Thus we conclude that interferometric imaging can be probably used for finding the sub-structure/morphology of isolated bright point-like sources.

## Chapter 6

## Summary and Future Directions

In this Chapter, we first present the chapter-wise summary of the thesis work and highlight the main results. The major outcome of this thesis work has been the development of the software (speckle code) required for processing speckle images, that in principle can be extended to reconstruct images obtained from an array of telescopes. We critically assess the advantages of our speckle code, compare it with the other existing codes to the extent possible and comment on its limitations. Then we briefly describe our future plans.

### 6.1 Present Work

In the first Chapter, we highlighted the fact that the phase of the Fourier transform of an object bears the information on the positional or structural details of the object with an example. We also explained how the earth's turbulent atmosphere corrupts the phases of the Fourier transform of the object and thereby reduces the resolution of a ground based telescope to about an arc second.

In the second Chapter, we presented the details of the speckle imaging observations performed at KO, UPSO and USO. We also presented the methods of the pre-processing of the speckle data. We explored the possibility of estimating Fried's parameter using
three different methods, namely, from the fluctuations in the angle of arrival of the light, by the power spectrum equalisation method and by the spectral ratio method. While estimating $r_{0}$ from the angle of arrival fluctuations, we found that high spatial frequency components of the image contribute more to the image motion than the low frequency components. We enumerated the limitations of these and a few more methods of estimating $r_{0}$. We identified the spectral ratio method as the best method for the speckle data analysis. The average value of $r_{0}$ at USO and UPSO was $\sim 3 \mathrm{~cm}$ during our observations. A small variation of $r_{0}$ over a large field-of-view implied that most of the degradation was close to the ground. At KO, values of $r_{0}$ ranging from $6-10 \mathrm{~cm}$ were estimated during our observations.

In the third Chapter, we presented the details of our speckle code and validated it with an example. We observed small scale brightenings inside pores in our observations at $K O$ and achieved 0.43 arc sec resolution, which is the diffraction limit of the telescope at $6520 \AA$. This has been possible only because of the short exposure nature of the speckle observations. We reconstructed two sub-flare regions of the NOAA AR8898 from the speckle data obtained at USO. We found the presence of chromospheric umbral dots inside a sunspot region. We also found the breaking-up of a filament. We could observe such events even with moderate seeing conditions only because of the speckle technique. Regular use of the speckle technique will enable us to collect more details about such events.

In the Fourth Chapter, we presented the details of our speckle data obtained from NSO/SP. We obtained near-simultaneous filtergrams of a quiet Sun region, a plage region and the NOAA AR8923 in the G-band and the K line of Ca II. As the seeing conditions were poor, we selected three best images from the sequences of images of the aforementioned regions and obtained a reconstruction in each case. In addition to the usual speckle technique, we also used image segmentation techniques to extract the GBPs. Our aim was to see whether this data can offer a clue on the mechanism that leads to the preferential heating at the chromospheric level (network boundaries) while the source, if assumed to be the GBPs, is distributed everywhere. We studied the morphology of the G-band and Ca II K bright points in the aforementioned regions.

We suggest that perhaps there could be two classes of the GBPs namely, those present everywhere and those closely associated with the magnetic field distribution. The GBPs that are present everywhere are swept by the supergranular horizontal motions to the network boundaries and cause heating at the chromospheric levels. At the same time, continuous formation of the GBPs at all locations makes them observable everywhere at any given time. The intra-network GBPs are perhaps associated with the $\mathrm{K}_{2 V}$ bright points (Sivaraman and Livingston, 1982). However, the latter are not resolved in our data.

In the fifth Chapter, we presented the basic principle of interferometric imaging technique. We mentioned that with proper choice of the relative size and separation between the elements of an interferometer, an optimum array configuration with a nonzero transfer function can be achieved and the 'bispectrum' technique can be extended to reconstruct the images. Then we presented the details of a laboratory experiment, performed to understand the processing methods of the 'closure phase imaging' technique. We performed interferometric imaging (closure phase imaging) observations at $K O$ using a NRM at the re-imaged pupil plane and recorded fringes. In order to confirm the possibility of recording fringes produced by small, bright, low contrast features that ride on a bright background or a locally depressed background, we performed computer simulations. We developed a computer code for simulating phase screens and generated specklegrams and interferograms using them. We simulated interferograms using the image reconstructed from our speckle data as input object intensity distribution and found that fringes could indeed be formed by the low contrast small scale features. While the 'closure phase imaging' (even with zeros in the corresponding transfer function) can be useful for resolving isolated bright features, the 'bispectrum technique' (with non-zero transfer function) can be extended for reconstructing images obtained by combining several telescopes.

### 6.2 Comments on the Speckle Code

In our speckle code, we estimate the Fourier amplitudes using Labeyrie's (1970) speckle interferometry technique and the Fourier phases using the 'bispectrum' or 'speckle masking' (Weigelt, 1977; Lohmann, Weigelt and Wirnitzer, 1983) technique. We have incorporated all relevant procedures developed by several others for enhancing the quality of the reconstructions. For example, we use noise filters developed by Pehlemann and von der Lühe (1989) and de Boer (1996) for phase estimation, the noise filter developed by Von der Lühe (1993) for the amplitude estimation. In the absence of suitable flat field-images for estimating noise filter, we use the optimum filter (Press et al.,1993) or the Wiener filter (Gonzalez and Wintz, 1977). We use the 'optimum apodisation window' developed by Keller (1999) to apodise the sub-images to decrease the effect of the usual 'cosine bell function' on the phase of the estimated bispectrum. We use the real time frame selection scheme developed by Scharmer (2000) for selecting the best frames. When the field-of-view is larger than the typical size of the isoplanatic patch ( $\sim 5 \mathrm{arcsec}$ ), we 'de-stretch' the images using the code developed by scientific staff of NSO/SP. We reconstruct the image as a mosaic of several sub-images following the procedure described by Von der Lühe (1993). Our speckle code takes about 10 minutes to reconstruct an image from a series of 90 images of size 128 by 128 pixels and requires a RAM size of $\sim 100 \mathrm{MB}$.

Our speckle reconstructed images show enhancement in the contrast. We are able to obtain 'good' reconstructions even with a few selected best frames. This is partly because of the frame selection and also because of the the increase in the signal-tonoise of the reconstructions due to high redundancy in the Fourier phase estimation. (Pehlemann and von der Lühe, 1989). As the diameter of a telescope increases, the life time of the smaller scale features that can be theoretically resolved becomes shorter and only a few frames can be combined to get a reconstruction (von der Lühe and Zirker, 1988). Thus the ability to reconstruct an image from a few frames is essential while observing with large telescopes and our speckle code meets that requirement. It is known (Pehlemann and von der Lühe, 1989; Reinheimer and Weigelt, 1987) that the
'bispectrum' technique can be used to reconstruct speckle interferograms obtained with coherent, non-redundant or redundant optical arrays. Thus, our speckle code can be used to reconstruct images obtained from an array of telescopes. It is also known (von der Lühe and Pehlemann, 1988) that the bispectrum technique is less sensitive to the anisoplanatic effects. In all these aspects, our speckle code is superior to those those which use Knox-Thompson algorithm (Knox and Thompson, 1974) or its extension (Keller, 1999).

The major difference between our speckle code and that developed by Von der Lühe (1993) is the method of estimation of the Fourier phase of the object. He uses the Knox-Thompson algorithm for estimating the phase, whereas we use the 'bispectrum' technique. Pehlemann and von der Lühe (1989) have developed a speckle masking phase reconstruction algorithm called the 'Octagon Method' using the symmetry properties of the bispectrum. They sequentially access the elements of the 4-D array of bispectrum values. However, in our speckle code, we store the 4-D bispectrum values in a 1-D array and access the elements in a sequential from, keeping track of the component phases. Though the memory required is independent of the dimensionality of the array (1-D or 4-D), the time required to access an element in a 1-D array is much smaller than that in a 4-D array. In this aspect, our speckle code is expected to be faster than that developed by Pehlemann and von der Lühe (1989). We estimate all the possible bispectrum values and do not truncate it as mentioned by Pehlemann and von der Lühe (1989). While recovering the Fourier phases of the object from the bispectrum phases, we consider all possible paths to a given spatial frequency point from the origin and estimate a large number of Fourier phases (unit amplitude phasors) for that point and use the phase consistency filter to give less weight to those phasors that significantly differ from their counterparts (Pehlemann and von der Lühe, 1989; de Boer, 1996). We do not know the technical details of the speckle code developed by de Boer and used by Denker (1998) and hence can not compare with our code. However, we found that they also use the bispectrum technique.

Our speckle code enforces time and memory constraints when a large number of images of size 512 by 512 are analysed.

One of the major factors that delays our speckle reconstruction procedure is the determination of $r_{0}$ for all the segments (sub-images) of an image. We estimate $r_{0}$ using the spectral ratio method (von der Lühe, 1984). This method involves the estimation of the theoretical STF (Korff, 1973). Evaluation of this function becomes highly time consuming for large array sizes. von der Lühe estimates the theoretical STF for different values of $D / r_{0}$, stores them in a separate library of and uses it (if required, does interpolation in the frequency domain) for further analysis. However, as of now we estimate the theoretical STF for every set of data (for various values of $D / r_{0}$ and the frequency sampling defined by the array size). Moreover, the estimation of $r_{0}$ often needs visual inspection of the observed and the theoretical spectral ratios, which again is highly time consuming.

### 6.3 Future Directions

The following is the brief description of our future plans.

- Parallelising the Speckle Code: The first improvement that we would like to achieve is the parallelisation of the speckle code. At present, we obtain the speckle reconstruction as a mosaic reconstructions of a large number of overlapping segments. These segments are processed independently in a sequential form. In order to increase the speed further, we plan to parallelise our code. This would be much useful when we acquire a large amount of data. We have identified a few areas in which our speckle code, where the algorithm presently used can be improved. We plan to implement these changes while parallelising the code.
- Hardware Implementation of the Speckle code: We plan to implement the speckle image reconstruction procedure through hardware. This will enable us to obtain a reconstruction very quickly. We plan to select a few best frames using the frame selection algorithm (Scharmer, 2000) and use Digital Signal Processing chips for performing real time Fourier transforms. We plan to implement the de-stretching and the speckle code through hardware. This would be our long term goal.
- Speckle Imaging of With Existing Solar Telescopes: Our speckle code has been optimised to reconstruct solar images. Several authors (Stachnik et al., 1977; Stachnik, Nisenson and Noyes, 1983; de Boer and Kneer, 1992; de Boer, Kneer and Nesis, 1992; von der Lühe, 1994) have performed speckle imaging of small scale solar features with broad bandwidth. Keller and von der Lühe (1992) adopted a differential speckle imaging method to provide new insight into the small scale solar magnetic features. We would like to combine speckle and polarimetric observations (Sankarasubramanian, 2000) in sufficiently narrow band with the existing solar telescopes on a regular basis.
- Extension of Bispectrum Technique: We have developed a computer code to simulate phase screens and generate specklegrams or interferograms from them. We plan to perform more realistic simulation on the interferometric imaging technique. We plan simulate fringes (speckle interferograms) that could be formed by small scale solar features and reconstruct the images using our speckle code with suitable modifications (for amplitude calibration).


## Appendix:A

## Computer Programs in idl and fortran

In this appendix, we present a few sample programs written in IDL and FORTRAN 77. The IDL function (user defined) f.ccorra.pro is for registering two images. It estimates the required shift to align the images. The function sushift.pro is for shifiting an image with an accuracy of fraction of a pixel by introducing the required shifts in the phase of the Fourier transform of the object. The program 1 dbpm .pro is just to demonstrate the phase reconstruction procedure for 1-D objects. This is follwoed by a FORTRAN program that estimates Korff's function for various values of $D / r_{0}$. Finally, the speckle code is presented. The inputs files have to be in FITS format. To read/write FITS images, a software package called FITSIO was used. The latest version of the FITSIO source code, documentation and example programs are all available on the World-Wide Web at the following URL: http://heasarc.gsfc.nasa.gov.fitsio. The programs are presented in a two-column page style in the same order as they have been described above.

|  |  | $t=\operatorname{syatina}(1) \quad 2$ |
| :---: | :---: | :---: |
| iname: | $t$ _ceorr | Ez = size(itag) <br>  |
| ; Purrose: |  |  |
| isample calling seduence: |  | tor $i=0,3 z(1)-1$ do bagin tor $=0$ |
|  |  |  |
| inplots: | tagi: 2-D image |  |
|  | 1mg 2 : $2-\mathrm{D}$ image | ondror |
| ;autputs: | mx ; penk correlarion court ciciont |  |
|  |  | RETTUE, ing 2 |
| ; RETURNE: <br> ; |  shitft(1) $=y$-ahift in pixels FROH ing to ing2. chitit(2) - pade cross corrabation conotitelant | EMO End of Suparshifter Prograr -.... |
| ;imstnay: | Writean by R. Sridharan ; modiftad to tho pressont forn on 250 Oct 2000. |  |
|  | AIgsertriat man already orition in a progran collod |  |
|  | sct.pro. crass_theck.pro, all tot mane purpose sonetimo fo Jan 2000. | ;Thie progran in a dencenetration porgran |
|  | 1tixcmpton <br> t. $\quad$ byEtixe (i) |  |  |
|  |  |  |  |
| azi - atia(ing 1 ) |  | $\mathrm{OB}_{\text {-arfor, }}{ }^{2}$ |
|  |  |  |
|  <br>  AETURN, -1 |  |  |
|  |  | al - titancrin) ; tritianise atray for $\mathfrak{i - D ~ o b j o c t ~}$ |
|  |  |  |
| If az1(1) ne sz2(1) or sxi(2) ne sx2(2) than begin mananga, 'tmagea muat be ot ideatical dimanaian' GETURN, -1 |  | al(62: AB) - 100 ; object intonsity dixtribation. |
|  |  | A2(76\% 50 ) $=70$. |
|  |  | aic 28 8:30) - 50. |
|  |  | -1( $\mathrm{m}: 80)=60$, |
|  |  |  axp $=\operatorname{abs}(f a 1) \times a b s(f a 1) ;$ pouar spoctrum |
|  |  |  |
|  |  | : tollovida loop astinatos the criple correation. |
|  |  | For $1=0, n-1$ do begin |
| 2man ${ }^{\text {- }}$ ima |  | for $f=0, \mathrm{n}-1 \mathrm{do}$ bagta |
|  |  |  |
|  |  | tor $x=0, n-1$ do begta |
|  |  |  |
|  |  | endfor |
|  |  | oodt |
| nant- povar spactrua |  |  |
|  <br>  |  | antimage binpectrua by Fouriar traneforming tha tripla correlation <br>  |
|  <br>  |  |  |
|  |  |  |
|  <br>  |  |  |
|  |  | xyouts, $370,480-10$, ! $5(6)$ Triple Correlation', /device, charelizar 2 |
|  |  |  |
| $\boldsymbol{m x}$ - max (cc,avali) |  |  |
|  |  | ; tuhat , (abses (bpm), $192-\pi / 2+290,141-n / 2$ |
|  |  |  |
| whifte = flearr (3) |  |  |
|  |  | iEtinate the blipeotrum tran object Pourior trasaform, tho from tal |
| mx no 1. than begin |  | bitpa $=$ dcomplextry 31024 ) |
|  |  |  |
| ${ }_{\text {dr }}^{\text {cin }}=\mathbf{m x}$ | (kr-1,kr)-cc(kcti, kr) | $k=0.0$ |
|  |  | for ci $=2 / 2-2,0,-1$ do bogin |
|  |  |  |
| $\underset{\text { andif }}{\text { raime }}$ | in |  |
| cimik |  |  |
| $\underset{\text { andmien }}{\substack{\text { ¢n }}}$ |  | endfor |
|  |  | endar |
|  <br> mhirfe(i) - rm-ny/2 |  |  |
|  |  | tor 1 P $=0, \mathrm{arat}$ do begio |
| matteman begin |  |  |
| $\underset{r m}{c m}=\underset{x c}{x c}$ |  |  |
|  |  | andtor |
| $\text { abtret }(0)=c m-n \times / 2$ |  |  |
|  |  |  |
|  |  |  |
| ondsiag |  | $k=0.0$ |
| wistect 2 ) mx |  | tor ci - $\pi / 2-2,0,-1$ do bogin |
|  |  |  |
| if koyword_snt (paint) than begin <br> print, ${ }^{\text {anhifta (pixals): *abifft }}$ <br>  |  | for $110 \pi / 2$, cnt, ${ }^{-1}$ do bogin |
|  |  |  <br>  |
| and ${ }^{\text {and }}$ |  | $\underline{x}=1$ long ( $(x+1)$ ) |
| Remurn, ahifft |  |  |
|  |  | ondfor |
|  |  | iusa herritian ajmatry to find phaee in the upper hait of the Fourier plano <br>  |
|  |  | rain - aplasoosqre( (axp); racanatruct the object |
| Function euahitt, 1mg, uiftx, sitty |  |  |
|  |  | itiole |
|  |  |  |
| ipurgase: | Shiftiag an linge hy traction of a plxal |  |
|  |  |  |
|  |  |  |  |  |
| ; | siftx: desiried anift in $x$ direction | satplote, ps : |
| ; | aifty: desirod mbitt in y direction |  |
| ; ournuts: ing $:$ shitred inage |  | dovice, cliose |
|  |  | ond |
|  |  | alidation (1-b) Pr |
|  |  |  |




```
    l
    d,
```



```
    dic
    sx = 110-6n 108/128
    xy: 120-6m:08/128,
    d1= =0.136
    \
    w(n/2+1)=0.0
```






```
    do i= 1,m
    do y={,n
```



```
    c
    ondd
```





```
    Mond(22,32
    M,
    col
```



```
    close(25)
        lol(t)=2.0
32 formar (aso)
    do 100p = 1,n
    c
```



```
    01pha - di*:00/800(1200p
    dor = =,m
        (4) (otn(1,y) .1t. 1.0) rimen
        dok k=1,w
            if (y(0,1) ,1t, 1.0) ther
```



```
            (<y(x,1) ne. 0.0) .and. (afn(t,y) .ne. 0.0)) than
```




```
                Chata(k,1) = Acos(crhata({,1))
                    chata(k,1)", &cos(cthata(t,1))
                    c
                    {
    ondif
```



```
        tbetre(i,j) =actema(m,j)
            t(a[k,1) .5T, :.0) a(k,1) = 1.0
```




c Divide the sub-image by tag avorage; convert tato 1 D array



c Eotimate and actbract bilimear




 dn $\mathrm{x} 1=1, \mathrm{n} 1$


Eetimata Fourtar tranafora (PTT)


hift $(\mathbb{G}, n 1$, ,2 2$\}$
do $\mathrm{kz}=1, \mathrm{x}_{2}$

orddo
nodet
c Average ovar flaz-field ingeer enda hara
enddo
ежж\%"\%








C Read the Korff's function for the sogrent and narmaline it

oritee (12, *)
closo(12)
c Select the maxinum valua and uso it for nomalisation






do $\mathrm{k} 2=1, \mathrm{n} 2$

40 $\mathrm{x}=2, \mathrm{nl-1}$

soddo



 | ondid |
| :---: |
| enddo |


c The romultiag arfay 'tanp' is the Fourier amplituda of the object.




$\underset{\substack{\text { eltege } \\ \text { fapp }(k 1, k 2)}}{ }$






c Ertinate che Fourior craneform of avorage ehort oxponure inage
$\mathrm{trig}_{\mathrm{ta}}^{\mathrm{F}}=1$
call hahtit (tin2, in, n2)

C Phase at the origin $\ddagger \mathrm{za}$ zora
aplaso $(\mathrm{n} 1 / 2+1, \mathrm{a} / 2 / 2+1)=\operatorname{cnpix}(1,0)$
Use itn pasae for the sasilest Fourtar confonent. (inatial condition)




c Inditiaitie phase consiatoncy filtor

$p<(\ln 1 / 2+1+1, n 2 / 2+2)=-1$
$p(\operatorname{ca} 1 / 2+1, n 2 / 2)=1$
C Eatimeta unit anplituio phasora along tar axia

cat
xappa
$=x$
Include phaso consiatency filtor in phasa astimntion



C Eatimato corrolation of anch phanor vith ita countnpparta
do $\mathrm{x}=1,(\mathrm{n} 2 / 2+1)-\mathrm{ctt}-1+1$








comana $=0$.
count
do $11=1$


exddo
csur
esum/couna

${ }_{1}^{a r n}$ cauma $=0$
ephaca(ni/2+1,ri) $=$ czumi
C Ertinate the phase orfor :olioving Buahar (1888)



```
    vatit
```



```
    #t ceut, coiti, then
```



```
        Noge0
        Mavg* avg+prcom(1)
```



```
        4o 11. 1,int(couns)
        var=var+(Prcon(11)-avg) (pr con(11)-2vg)
        var - ver/(mat(count)-1.)
        If (abocecuma).no. 0)
        if(Abs(E8unm,.No. 0)
    coccic
```



```
        opbano(n//2+1, [i) =comu/tman(cmun)
        phaerr( (1/2+1, ri) =0.
C
l
    Mc(and/2+1,ri) = mbs(camm)
c Earfaste unft mplitude phasors along f.y axie
```



```
    kappa = x
c Joclute phase consistancy tilier in phase eatmmiton
        $0 t1 =n1/2, cnt,-1
        oph(k-ksppa) - pe(i1,n2/2+1)*ophase(i1,n/2+1)
```



```
    Eatimata corrolation of acch phasor wich its countarpart
    de.
        to ko* 1,n1/2+1-cat-1,
```




```
c)
    if ((x-keppa).gr, 1) then
        {
        *vado (vve((x-kappa)
        csum=0.
```




```
        \begin{subarray}{c}{\mathrm{ ondit}}\end{subarray}
        anddo
        if (abs(csun), ne, 0) thes
        Mose
        ophase(ct,n2/2-4) = csun1
E Estmato the prase error folloving Eusher (1899)
    count=0.
```



```
    #
        madty
    \:*)
        \,
        Mag" avz+preon(1)
```



```
        c
        1: (abo(crun).ne,0)
        ondit
        C2488
        \begin{subarray}{c}{\mathrm{ phatry(ci, +2/2/+1)}=0.}\end{subarray}
c
```



```
c Entimata tho phasor try nogativa t-x axib and nagative t_y
```



```
        M
        ccc(d1/
        \0 in ni/2+2,n1
        \,
Phase astimation in Iovar loft hair of fourlor plane
    do ci= ni/2,1,-1
```



```
        l
            \mathrm{ num =0, n1/2+1,cat,-1}
```




```
        coc
Eutimace tha umit phasors uaing phase cocruntacy filtor
            do i1= ni/2+1, ens,-1
```




```
            c}=={+
    * 
        cocide
C Estimata che corralarton function tor onch phane ostimata,
        Mo {1:1, wux
        \in
        M
```




```
        l
```



```
        AOg=avg/(k-\alphaappa
        cmun= O:
```




```
        c
        i: (cose(comm). na.0) (then
        0.som
        czumi=0.
        endlt, (cpate(ri,ri) - csuml
c Eatimata the phaso arror follmying bubbor (1989)
    Comat=0. 
```



```
        col
    *
            c
        endif
    M, (count.eq. 1) then
        Ng=0
        cosm,
```




```
        Nar=var+(\operatorname{mecos(cl2)-Nvg)}
        II (bat(crim) vace 0)
```

```
    * ondit 
    mate
    Ninm
```





```
        \begin{subarray}{c}{\mathrm{ mecled}}\\{\mathrm{ modede}}\end{subarray}
c Pbace oaticution in lover rigat Laif of Fourior plane
```



```
        <at=(et-(n1/2+1)-((Ei+1)-inst(ci+1)/2)-2))/2+a1/2+1
C EatLuate tho number of phace eatimatos at a given poinc.
        mun:O
        cin
        ([fi)(m2/2+1)+([T1+1)-(nt[(T1+1)/2)+2)
        vun= =(02/2+1-(i1 -09.(n1/2+1)-cnt1+1)+c
c Eatimaze tap anit phagara ueing phara ceanistancy filtor
        cosm,
```







```
    Extimato the correamition funcion for acch phase oatimato
        coc
        *)
```



```
c
        if (tr-kappa).gr. i) than
            MVg=0, (1, kapps
            avg= avg/(k-kappa)
        causea.
        *)
        coc
        c
        Mun= cuan/count
        lt(cabsitcuns) .no. O) then
        Iso
        coc
        ephana(ci,ri) = czum1
        E Eutimato phaso error folloving Bughar (1938)
        \, count:0,
            (corr(11).gt,0.75-svg) thas
            prcca{(count) - inag(mph(11))=rani(csun1)
        *
```





```
            ~avg= avg+prcom
            *vg= avg/coun
```



```
            valdo
            it (abs(tsus))
        and
```



```
            M,
```



```
        C.
```


c pbase eatiation along firse colyma in upper latt hazt plane

c Estinate the aumber of phase eatimaters
Dim $=0$
do $12=1 / 2+1,(\operatorname{cci}-(\operatorname{nin} / 2+1)) / 2)+n 1 / 2+1,-1$




- Eationto the unit phagors uaing phase conaistency filtor.






Exifinata the corralation co-otriciant for ascip plang antinata







c⿻uma $=0$
coumt
do
 cowert $=$ coustit.
cxum $=-\operatorname{cnustoph}(1)$

| $\substack{\text { sundac } \\ \text { casun }}$ |
| :---: |

if (cabst covin) no. 0) shan

${ }_{\text {end }}^{\text {ephazo }(c i, x i) ~}$ - caum 1

- Estinato the phase efror followieg buacher (1889).




| andit |
| :---: |
| and |
| it |
| ( |
| a |








$\underset{\substack{\text { endirif } \\ \text { elso }}}{ }$





c
C
Use horratian symatry
the Fourier $p$ phann
do $1=2, n 1$
do $\mathrm{j}=\mathrm{n} 2 / 2+2, \mathrm{n} 2$



```
            onddo
```





```
    c kztmuthal avorage ot pasma arfora,
    Mo = =1,n1/2-{
    If (qn(i) (15, 1) the
    gun=0.
    {={,n2
    \begin{subarray}{c}{\mathrm{ ondift }}\\{\mathrm{ onddo}}\end{subarray}
```






```
c Forn complox array or numbors witb Fourior amplitudes and phnses.
    do k2-1, m2
```



```
    \begin{subarray}{c}{\mathrm{ enddo}}\\{\mathrm{ endac}}\end{subarray}
Partozm invorne Fourriar trangfor
    ##1g"1
    #all hemfe(froin,n1,m2)
```




```
    docemem,nz
    c
    \begin{subarray}{c}{\mathrm{ frdoln}}\\{\mathrm{ enddocol}}\end{subarray}
C Reconatructed magei Inaginary part ta almont 2ero; so orit it.
    do k2 = {,n2
        endco (h) a ral(fretm({,,k2)
    \begin{subarray}{c}{\mathrm{ andco }}\\{\mathrm{ anddo}}\end{subarray}
Find nvorage intematitiat ot all the mramas
    anvyg n asovg(roal(nfra)
```



```
    do k2={,n2
    1t (han(41,k2) gt. 0.2) then
    comin
```




```
\,
    da &2= 1,n2
    c
    * rain(k1,k2)=\operatorname{Laxntg}($41,k2)
    \begin{subarray}{c}{\mathrm{ onddo}}\\{\mathrm{ Ondde}}\end{subarray}
C Procoseing for one segrant onat ma the folloving line; atarc naxt sagment
    anaco
Czw,
```




```
c
        do k2 - 2,n-1
```



```
    enddo
c Save tha nosaicod tnage (final ratontruction) an fita filo
    racon:110nana =','/raconob, 10, Fits'
    *)
0) fornmt(a30)
fornat(32(ix,021..4))
\:*)
```


c Print out all the heador keyvorde in all oxteossionn of a fits file
 Intager atatuas, unit, readurita, ilocksiza, inays, ne



$1 \begin{gathered}\text { untrose } \\ \text { sitacuse } \\ \text { biockize }\end{gathered}$


100 continue
${ }_{4} \quad$ Dotorndian the number of keyourde in tha haddar
c Road oach 80-charactor koy word rocord, and print it out
5 and
c frint out and END rocord, and a blank 1 ine ta mark the end of the hasdor







| cod it |
| :---: |
| call |
| ttensg |




and 15








c tind che min mad max values
do i 11, gruif tex

Inctranant podintara and loop back to rand the seat group of placele


Priat out the bin ard max values
print




 nubreatine printerfor(ataur)
c Print oat the pirsto error nasaages to the usar


0 got the tort atring wich dascribas the estras

C. road and print out all the error nenangen on che pitsio atack

```
    do ville (0rmasmaga mac,')
    c
    cosd
```



```
subroutine delecofilo(tt1onare, ttatua)
e a simple littlo routive to deletea arTS file
    Intogor 2tatus, unit, blocke
    isimply return ye nzatur is gratiar thang zero
c Cot an unysed Logiteal Unit Numbar to use to open the FITS tile
```



```
    if (atatux.*q, 0)than
c
```



```
        se 4r (atazus, eq, 103)zmen mon,
        c
```




```
        c
    and it
```





```
        M Intagor nx, ny, indx(4),nhx
        feat ar(ar,ay),aya(mx,ay)
        Mosim, wum,put(4,4),purti(4,4)
        lol
        doj=2,ny
        {
```








```
        *)
        M10aif(d, qQ. 32 then
        *1ze
        coc
    do {=1,ax,ay
        col
    omddo
M: fomat(9(12, 144.7))
    con=1,4
    cosm,
        {
        putt(t,y) = %um
    exddo
Mac:=1,4
```



```
Call ludcmp(putr,4,4, indr,d)
lol
do i=1,4
        18-20
        dado
        cocol
    \begin{subarray}{c}{\mathrm{ ondocto}}\\{\mathrm{ punde}}\\{\mathrm{ endco }}\end{subarray}
```




```
    Olan}\mathrm{ eall ftems
```

        do
    sum
do x
tur
.

$\substack{\text { kns } \\ \text { enddo } \\ \text { enddo }}$
do $1=1,4$
do $j=1,1$




NTEGER $t, \operatorname{inax}, j, x, x$ iny $=1.0$





12 continum
continum
do 18 man
do $14 \mathrm{in}=1, f-1$




kxride
onsdo
anddo




$\underset{\substack{\text { imagon } \\ \text { enddo } \\ \text { arddo }}}{\substack{\text { men }}}$
$\underset{\substack{\text { raturn } \\ \text { enc }}}{ }$


13



16





${ }^{17}$

18

18
18

18









do $12121, \mathrm{a}$
11-ind $(1)$
$10(1)(1)$


11


12








c comploz*16, curt, ciy, cg(*)
c comploz*16, curt, ciy, cg(*)
\,
\,
nto:=: {
nto:=: {
1000 continue
1000 continue


cosem
cosem
do 5000 did - 1,nd
do 5000 did - 1,nd
mpr=aprim
mpr=aprim


M,
M,
1800 comencin
1800 comencin


M, m.go.
M, m.go.
Mosmon
Mosmon


lar=0
lar=0
c
c




ct=-gg(t1)%c(t)-ct
ct=-gg(t1)%c(t)-ct


j0=2.00
j0=2.00
c {
c {
if(yo.gt.0.or. xa.ogq.0) then
if(yo.gt.0.or. xa.ogq.0) then
cocourn
cocourn
5000 cont:tumo
5000 cont:tumo


and
and


Integerema, ns,bs,cs
Integerema, ns,bs,cs
mpplorw18 se(me, [rf),
mpplorw18 se(me, [rf),


cs = $x 8 / 2$




do $1=1, m s$
$\operatorname{doj}=1, i, \sin / 2$
$\operatorname{as}(1, j)=\operatorname{ass}(i, j+\cos )$


return
end

c



$d x=1 .(\operatorname{ms} * \pi x)$
$d y=1 . /(a s * x y)$




ondde
da $=$ an $/ 2,1,-1$
uta $(1)=u t a(i+1)$

onddo
do $1=1, \mathrm{Ax}$
do 1

enddo
enddo















$* \begin{gathered}\text { onddo } \\ \text { onddo } \\ \text { retura }\end{gathered}$



$\sin =0$.
conte
$=0$



2 cman



| anddo |
| :---: |
| coutu |
| rotur |







 tenp $-\operatorname{costax}(1)$
$\operatorname{contan}(1)=\operatorname{conta}(j)$
conta $(j)=$ cemp
end 1t
enddo
endal
do $1=1$, numbars


return
ond

c for finifing atanderd seviation, nana for rasl io array
Subroutine ardeurid (arcs,ma, avgs, stds)



avgs $=$ avga/roal(ms)
tida $=0$.




oud

Subrautint urit timagoadtilieanana, array, at, as)
c Create a fita prinary array contaliniog o $2-0$ imago


real atray(*)
ctaractar
til




c craato the new empty fits file

c initinitze paranatext about the fits 1 nago ( $300 \times 20016$-btt integars)



C $\quad$ urite the raguired hasdor keyuorat
C write the array to the fitg tile
c diai ix tho aurber of colurna, anma na naxent 1


${ }^{c}$, close the file and froe the unit number



c Print out all the hataer keysoraz in oll oxtonaions of a Fits tile



$\underset{\text { antatune }}{\text { und }}$
blocxaize=1


:00 cont thu4
${ }_{4}$ Deterning the number or regvords in the beader
c Read oach zo-character hey yord record, and print it out

Print out and END rocord, and a blank 1 ins to mark the end of the header

printint
print
ond 17
 if Catatue .eq. 0)then succeas, wo loop beck and print out yayyorda in this extosmion
go to 100
elso it (atatus. .eq. 107) thoo



Check that it found bort Maxis: and NaxiS2 kaywortis
 Paturn
and if









C $\quad \begin{aligned} & t: 1 \mathrm{ad} \text { tha min and anax values } \\ & \text { do } i=1, \text { nbuffaz }\end{aligned}$
 exd da to tax-max (datinnax, but fer(i)) end do
C Increment pointers and loop back to rond the next group of pixola


c print out tho min and max valuos
and in the trage arm: ' , datanin, datanax ${ }_{4}$ image, anyt , stataus)


C.-.--END or Spectie Code-....

## Appendix:B

## Effect of Apodisation Window on Bispectrum Phases

In this appendix, we prove that the average bispectrum of a sequence of images is corrupted when they are apodized with a $20 \%$ cosine bell function. Keller(1999) had shown that using $20 \%$ hamming window affects the phases of the Knox-Thompson bispectrum. Here we follow a similar procedure and show that even the phases of bispectrum (Fourier transform of triple correlation) are affected by the window function.

A window function that has the form of a cosine bell function over the first and last 10 or 20 percent of its size is defined as

$$
w(x)=\left\{\begin{array}{cc}
\frac{1}{2}-\frac{1}{2} \cos (\pi x / m L) & 0 \leq x \leq m L  \tag{B.1}\\
1 & m L \leq x \leq L(1-m) \\
\frac{1}{2}-\frac{1}{2} \cos (\pi(L-x) / m L) & L(1-m) \geq x<L
\end{array}\right.
$$

where $L$ is the size of the image and $m$ is the fraction of the size over which the image is masked by the cosine bell (Brault and White, 1971).

Multiplying the image with an apodisation window will lead to the convolution of its Fourier transform with that of the apodisation window in the Fourier plane. In general, the Fourier tansform of an image $(I(f))$ is the product of the Fourier transform of the object $(O(f))$ and that of the PSF $(P(f))$. In the presence of additive noise, the relation can be expressed mathematically as

$$
\begin{equation*}
I(f)=O(f) P(f)+N(f)=I_{0}(f)+N(f) \tag{B.2}
\end{equation*}
$$

where $N(f)$ is the Fourier transform of the noise. As the value of the window function is unity over majority of its size, it has a narrow peak at the origin ( $f=0$ ) of the Fourier plane and falls of rapidly on either side. If we assume that the Fourier components at
$\mathrm{f}=1$ is $a^{\star}$, at $\mathrm{f}=-1$ is $a$ at $\mathrm{f}=0$ is b and the remaining components are zero, then the Fourier transform of the product of the image and the window function is given by

$$
\begin{equation*}
I^{\prime}(f)=I(f) \odot W(f)=b I(f)+a I(f-1)+a^{\star} I(f+1) . \tag{B.3}
\end{equation*}
$$

Now,

$$
\begin{align*}
I^{\prime}(f 1) & =b I(f 1)+a I(f 1-1)+a^{\star} I(f 1+1)  \tag{B.4}\\
I^{\prime}(f 2) & =b I(f 2)+a I(f 2-1)+a^{\star} I(f 2+1)  \tag{B.5}\\
\left(I^{\prime}\right)^{\star}(f 1+f 2) & =b I^{\star}(f 1+f 2)+a I^{\star}(f 1+f 2-1)+a^{\star} I^{\star}(f 1+f 2+1) \tag{B.6}
\end{align*}
$$

The bispectrum $b(f 1, f 2)$ is given by the product of the equations, B.5, B.6 and B.6. Substituting for $I(f)$ from equation B.2, we get

$$
\begin{align*}
b(f 1, f 2) & =I^{\prime}(f 1) I^{\prime}(f 2)\left(I^{\prime}\right)^{\star}(f 1+f 2)  \tag{B.7}\\
& =A \cdot B \cdot C
\end{align*}
$$

where

$$
\begin{aligned}
A= & b I_{0}(f 1)+b N(f 1)+a I_{0}(f 1-1)+ \\
& a N(f 1-1)+a^{\star} I_{0}(f 1+1)+a^{\star} N(f 1+1), \\
B= & b I_{0}(f 2)+b N(f 2)+a I_{0}(f 2-1)+ \\
& a N(f 2-1)+a^{\star} I_{0}(f 2+1)+a^{\star} N(f 2+1), \\
C= & b I_{0}^{\star}(f 1+f 2)+b N^{\star}(f 1+f 2)+a I_{0}^{\star}(f 1+f 2-1)+ \\
& a N^{\star}(f 1+f 2-1)+a^{\star} I_{0}^{\star}(f 1+f 2+1)+a^{\star} N^{\star}(f 1+f 2+1) .
\end{aligned}
$$

Assuming that noise and signal are not correlated (and hence their product vanishes upon averaging) and the noise at different frequencies are not correlated with each other, and neglecting terms containing $|a|^{2}$ (as $\frac{|a|}{|b|} \ll 1$, when the hanning window is unity over $80 \%$ of the image.) we get 16 non-vanishing (when averaged over an ensemble) terms in the product $A \cdot B \cdot C$. They are the ensemble average of the terms given in the following table.

| 1 | $b^{3} I_{0}(f 1) I_{0}(f 2) I_{0}^{\star}(f 1+f 2)$ | 2 | $a^{\star} b^{2} I_{0}(f 1) I_{0}(f 2) I_{0}^{\star}(f 1+f 2-1)$ |
| :--- | :--- | :--- | :--- |
| 3 | $a b^{2} I_{0}(f 1) I_{0}(f 2) I_{0}^{\star}(f 1+f 2+1)$ | 4 | $a b^{2} I_{0}(f 1) I_{0}(f 2-1) I_{0}^{\star}(f 1+f 2)$ |
| 5 | $a^{2} b I_{0}(f 1) I_{0}(f 2-1) I_{0}^{\star}(f 1+f 2+1)$ | 6 | $a^{\star} b^{2} I_{0}(f 1) I_{0}(f 2+1) I_{0}^{\star}(f 1+f 2)$ |
| 7 | $\left(a^{\star}\right)^{2} b I_{0}(f 1) I_{0}(f 2+1) I_{0}^{\star}(f 1+f 2-1)$ | 8 | $a b^{2} I_{0}(f 1-1) I_{0}(f 2) I_{0}^{\star}(f 1+f 2)$ |
| 9 | $a^{2} b I_{0}(f 1-1) I_{0}(f 2) I_{0}^{\star}(f 1+f 2+1)$ | 10 | $a^{2} b I_{0}(f 1-1) I_{0}(f 2-1) I_{0}^{\star}(f 1+f 2)$ |
| 11 | $a^{2} a^{\star} I_{0}(f 1-1) I_{0}(f 2-1) I_{0}^{\star}(f 1+f 2-1)$ | 12 | $a^{3} I_{0}(f 1-1) I_{0}(f 2-1) I_{0}^{\star}(f 1+f 2+1)$ |
| 13 | $a^{\star} b^{2} I_{0}(f 1+1) I_{0}(f 2) I_{I_{0}^{\star}(f 1+f 2)}^{14}$ | 14 | $\left(a^{\star}\right)^{2} b I_{0}(f 1+1) I_{0}(f 2) I_{0}^{\star}(f 1+f 2-1)$ |
| 15 | $\left(a^{\star}\right)^{2} b I_{0}(f 1+1) I_{0}(f 2+1) I_{0}^{\star}(f 1+f 2)$ | 16 | $\left(a^{\star}\right)^{3} I_{0}(f 1+1) I_{0}(f 2+1) I_{0}^{\star}(f 1+f 2-1)$ |

The ensemble average of the first term is proportional to the 'true' bispectrum $\left(I_{0}=O P\right)$. Since $b$ is a real number, phase of the bispectrum remains unaffected. The ensemble average of the remaining terms is non-zero and thus the bispectrum is affected by their presence. The contribution of the last 15 terms is zero when $a$ is forced to zero. (Keller, 1999). To achieve this, the window function is first Fourier transformed, its Fourier components at $f= \pm 1$ are replaced by zeros and then inverse Fourier transformed. The resulting function is used as an optimum apodisation window. It has a 'trough' at the middle and extended 'ears' near the edges. As the reconstructed image is divided by this function, there is no side effect apart from data loss near the edges.
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[^0]:    ${ }^{1}$ A FORTRAN 77 program written for this purpose is included in Appendix:A

