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This thesis is a study of cuovectiun in relation 

to solar magnetic f'lux tubes... The two speci.fic 

problems investigated a.re def'ined in cllapter 1. 

The first prublem COl'lCernS the interaction of 

magTletic f'lu:A tubes 'Wi til tlJ~lr turbulent environment. 

This is deal t in twu ways. ¥irst, the dynamics of 

g'as moving a1 \ Il.g a lI1al~::net ic f'laid 0:1' imposed t ime­

dependent ~.:;eome try is cuns idered (chap ter 2). l t is 

found that the gas is accelerated along the field in 

the direction of increasing lateral velocity of' the 

field lines. When the lateral velocity has a depth­

dependence similar to that of the vertical component 

o:f the pho tospher ic g-ranul.at ion s igr.ti:f i can t downf'lows 

are generated. Secondly, the reSlJons e o:f s1 ender 

magnetic flux tubes to external pressure f'luctuations 

is also examined. The response is maximl:uu when the 

Veriod o~ the imposed pressure f'luctuations matches 

with the tlme taken .for 'tube waves t to traverse one 

sca,le length of these fluctuations. 'I'his maximum 

response is in the form of' an oscillatory flow. 

The seoond problem considered is the convective 

instability within slender magnetic flux tubes.. First, 

the nonlinear evolution of velocity and magnetic field 
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in a tube, which is initially in a conveotively 

unstable equilibrium, is numerically rolioved assuming 

adiabatic motions (ch.apter 4). The initial mae-netic 

~ield i~ found to have a stabilizing influence on the 

tubeo T'he bountlary conditions are seen to exert a 

s ien 1fio ant int'J.uence on the development of' thf:} ins ta­

bility. Next, the el:'i'€~ot of' heat transport on the 

instability is studied (chapter 5). When lateral 

exohall{';e of' hefl t alone is cons id(~red, th(,: f'low and the 

magne t ic f1e1 dare rou.n.d to be osc illatory.. 1'be awpi i­

tudes of oscillation increase with decreasing radius of 

the tube. When longttu,dinal heat transport with 

constant radiative conductivity is included, the 

frequency of oscillations is twice that in the provious 

case and the amplitudes are smaller. 

Af'tEJ!' discussing the 1 imitations on th.e applica­

bility o:f the above results they are applied to the 

kilogauss ruagnetic f'lux tubes in tbe solar photosphere 

(chapter 6). It is pOinted out that granular bu:ffetting 

of magneti.c flux "tubeS! could drive significant down­

flows compatible with the value of the downflow 

observed at higher layers of the photosphere. It is 

also pointed out that heat transport would make the 

convective collapse of :flux tubes an oscillatory 

phenomenon. 



1. IN TRODUCTION 

1.1 Interaction of convection with magna'cic :field~ 

in the sun: 

Convection is one o:f the modes of heat trant:>"Port 

in a :fluid. It occurs as a result of convective 

instability. In stars this instability arises in two 

dif'ferent ways.. In the hotter, earl.y type, stars 

convective instability is created because of' the 

concentrated nature of' the energy sources in the central 

regiens. In cooler, la'te type, stars it arises becal..'UlJe 

of' the bl.ocking o.f radiative transport in their outer 

envelopes.. 'I'he sun, being a typical late type star 

of spectral type G2V, possesses an outer con'vectiv. 

envelope. Thhl envelope in:fluences the :tax-ge Goale 

dynamical struoture of' the star. The sun rotates on 

its axis once every 27 days", This rotation interacts 

with convection to produce a differential rotation viz., 

an angular velocity which depends on the radial dietanoe 

f'rom the centre of the sun and 131.1110 on the latitude 

(Gilman, 1981). A combination of' large soale velooity 

fields 1ike differential rotation and the amaller 

scale velocity fields ot convective turbulence are 

believed to maintain the Clobal magnetic field of the 

sun. 



The interaction of convection and magnetic fields 

proceeds on smaller scales as well. One such pheno­

menon is the magnetic network observed on the solar 

surface. There are two separate facets of this 

particular case of magneto-convective interaction. 

First, the supergranu1ation presumably pushes the 

magnetic flux to the boundaries of the supergranular 

cells to form the enhanced magnetic network (Leighten 

et a1 1962). Secondly, the same networ~ is seen to be 

COincident with enhanced chromospheric emission (Simon 

& Leighton 1964). This was explained as due to 

enhanced generation and focussing of quadropole and 

dipole acoustic radiation off convective turbulence in 

a magnetic field (Stein, 1981). Yet another example 

of interaction on a similar scale is the inhibition of 

convection in the strong magnetic fields of sunspots, 

as suggested by Biermann (Cowling, 1976). 

On a smaller scale, we have the tiny magnetic flux 

tubes with kilogauss fields which interact with small 

scale convective eddies like the granulation, as shown 
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by observations (Dunn & Zirker, 1973; Mehltretter, 197~). 

The aain characteristics of these small scale photospheric 

magnetic fields can be summarised as follows: 

i) Most of the magnetic flux observed with arc-second 

resolution is oonoentrated into sM.ll elements (flax 



tubes) of field strengths ~ 1000 G to -.::::; 1700 G and 

inferred sizes ~ 1" (Stenflo, 1976). 

ii) The smaller elements tend to cluster into 

larger structures which can act cohesively so that a 

broad spectrum of sizes of magnetic structures is 

observed, in "quiet" as well as "active" regions of 

the sun .. 

iii) 1n tlquiet" regions, magnetic flux tends to 

ciuster in a netWOrk pattern which coincides with the 

boundaries of the supergranule cells. There is, 

however, increasing evidence :for the existence 0:1.' an 

unknown amount 0:1.' flux inside the cells with fields 

less than 500 G in strength (Livingston and Harvey 

1971) which have come to be called "inner network 

fields" • 

3 

iV) Both network flux tubes and active region flux 

tubes have the same field strength with a denser 

population of the tubes, in active regions. The width 

of the Ca+ K line emission from the two types of tubes 

differ (Bappu & Sivaraman, 1971), indicating a difference 

in their internal structures. 

v) The size of magnetic elements increases with 

illcreasing height and the field strength also decreases 

rapidly with height. 



vi) Systematic downdrafts are associated with 

magnetic :fields. These downfl.ows have a mean value 

-1 of ~ 0.5 kms at the height corresponding to the 

core of the 6105X line (Giovanelli & Slaughter, 1978) 

and ~ 
-1 2.2 kms deeper in the photosphere where the 

wings of the 156481 line (Harvey & Hall, 1975) are 

formed. 

1.2 Some problems concerning small scale solar 

ma~netic fields: 

Each one of the above properties of small scale 

magnetic fields raises certain fundamental theoretical 

questions. We have first the problem of the formation 

and confinement of these elements with magnetic pres-

su.re approaching the external "SIilI pressure. Once the 

mechanism is identified, then a fUrther q.uestion at' e8 

as to why it does not work for the inner network fields. 

Secondl~ the mechanism which drives the systematic 

downflows in tiny magnetic elements as well as the 

source of mass flux to maintain the downflow are not 

well understood. 

Finally, we have yet to fully understand the 

coalescence of tiny magnetic flu.x tUbes to form 1arger 

aggregates of magnetic f1~x like sQnspots or aotive 

regions. 

4 
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Considerable theoretical effort has gone into 

some of these problems. Weiss and his collaborators 

in a series of papers (Weiss, 1966; Proctor and 

Galloway 1979; Galloway & Weiss 1981) have shown that 

circulation patterns of velocity resembling convective 

flow WOQld concentrate an initially uniform magnetic 

field into narrow structures with mean fields a few 

times the equipartition val~e. The asymptotic structures 

predicted by these calculations preolude motions within 

these structures and this is oontrary to observations. 

The alternative ways of ooncentrating field by hydraulic 

means e.g. by turbulent pumping, 'kneading', 'massaging' 

of the flux t~bes (Parker, 1974a,b) yield field inten­

sities which are in "equipartition" with the external 

turbulenoe. These, in general, are insuffioient to 

produce kilogauss fields. Parker proposed another 

meohanism which is oalls the "superadiabatic etfeot­

(Parker 1978a). This meohanism is based on the "frozen 

field" approximation that the magnetio field prevents 

the gas within the tube from mixing with the surro.nd­

ings laterally, and hence isolates the gas. In the 

absenoe of heat exchange, any dowaflow would cool this 

isolated gaa adiabatically. Tae reduc.~ temperature 

would cause the gas to sink and enhance the downflow, 

until the higher visible portions of the tube are 

evacuated. This evacuation leads to the oollap •• of 



the tube to a state o£ an intense £ield in equiparti­

tion with the gas pressure outside the tube. The only 

problem with this mechanism is the assumption o:f 

complete thermal insulation of the tube. Parker 

recognizes the possibility of lateral heat exchange 

with the surroundings by radiative diffusion but 

neglects it at large depths on the ground that it is 

small compared to convective cooling along the field. 

However, at the photospheric level the lateral heat 

exchange is indeed considerable especially for thin 

tubes (Spruit, 1977) and may well compensate for the 

adiabatic cooling. 

Following a slightly different approach, Webb & 

Roberts (1978) showed that the slender flux tube would be 

subjected to a convective instability which would result 

in either a dispersal o:f the field if an initial up:flow­

ing perturbation is applied or to a collapse if the per­

turbation were to be a dovnflow. This was fOllowed by 

calculations of the linear global stability of slender 

flux tubes embedded in a realistic model of the convection 

zone (Spruit & Zveibel, 1979). This analysis showed that 

tubes weaker than a critical field were ~stable. The 

marginally stable fieldS corresponded vell with observed 

fields in magnetic elements. FrOB suoh linear analyses 

finite amplitude effect. oannot be probed. Spruit (1979) 

performed a nonlinear caloulation o:f the final collapsed 



hydrostatic state of the tube corresponding to a given 

initial unstable state and demonstrated the collapse 

for the Tisible portions of the tube.. However, one 

does not know whether in reality the collapsed state 

will be hydrostatic or hydrodynamic. 

To understand the final outcome of a convective 

instability Hasan (1982) assumed an initial hydrOstatic 

equilibrium of the tube embedded in a realistically 

stratified medium and calculated numericQ.lly the 

subsequent evolution of the instabilityo He obtained 

final hydrodynamic states of the tube which were ill/de­

pendent of the initial state. The initial magnetic 

field had no stabilizing influence on the convective 

collapse. 

Deinzer at al (1982) calCUlated static flux tube 

models by following the dynamioal eVolution of vertical 

slabs of magnetised gas where the amount of inhibition 

0f convection in the magnetic :ti@ld is con"idered 88 a 

parameter. Nordlund (1982) simulated the 3-D collapse 

of photospheric flu.x ttlbe8 and arrived at the CQDolt'uJ ion 

that the 8uperadiabaticity is an important parameter :tor 

the collapse and also that the flu.x oonoentrations are 

transient in character. Su.ch studies indicate that the 

convective instability of magnetic flu.x tube" could be 

an important physical process aiding the formation of' 

kilogauss f'ields. 

7 
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The second problem of the association of down-

flows with magnetic elements is clouded with the 

uncertainties regarding the observations themselves. 

The most severe problem is that of the spatial resolu-

tion. The do-wnflows always appear to be co-spatial 

with magnetic flux concentrations regardless of whether 

they Occur in the qUiet region network (Simon and 

Leighton, 1964; Tannenbaum et al 1969; Frazier, 1970) 

or in active region plages (Beckers & Schroter, 1968; 

Giovanelli & Ramsey, 1971; Sheeley, 1971; Howard, 1971. 

1972). The next question is abGut the velocity field 

structure. Skumanich et al (1975) find a proportiona-

lity between the apparent velocity and apparent magnetic 

field" 
-1 However, velocities larger than 1 kms are 

rul.ed out by the observations of Harvey at al (1972). 

Indirect evidence supports the view that velocity 

structures are more extended than magnetic structures 

(Stenflo, 1976). Such being the status of the observa-

tiona, one can only use them as broad guidelines for 

theoretical modelling. 

Fiaall"., with regard to the prahl.em of c0alescenee 

of flux tubes, Parker (1978b) proposed an explanation 

in terms of the BernOUlli force between rising flux 

tubes. However, this mi~ht not accoant for cantin.ad 

ooal.esoence of flux tubes after their emergence 

(Sprui t 1981 a). 
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1.3 The problems studied in this thesis: 

So far, there has been no attempt to identify 

the driving mechanism for the systematic downflows 

within magnetic elements, although steady state models 

have been cOnstructed (Unno & Ribes, 1978). Two 
~ 

possible classes of mechanisms can be thought of. The 

first is the class of external driving mechanisms 

where the flow relaxes back to hydrostatic equilibrium 

when the forcing terms cease to exi.st. The l!Iecand is 

the class of spontaneously generated :flows which come 

about as a result of some dynamical instability. In 

the case of the solar photosphere and convection zone 

the only horizontal forces on the vertical tubes are 

those due to the constant buffetting by cOXl.vective 

turbulence. Similarly a likely mechanism capable of 

spontaneOllsly generating flows in solar magnetic flux 

tubes is the convective instability. In this thesis, 

we therefore study idealised versions of these two 

processes. In the first case (chapters 2 and J) we 

exam iDe the response of a thin tube eMbedded in a 

stably stratified polytropiC atmosphere to external 

perturbations Which are modelled to simulate the 

observed behaviour of granulation. 

The second problem that we study (chapters 4 and 5) 

is the developDlent of convective instability in a thin 

tube embedded in an unstably strati£ied polytropiC 



atmosphere. 

In all these calculations a numerical version of 

the method of characteristics was used to integrate 
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the equations forward in time. Compared to other 

direct and explicit schemes like finite difference 

methods, the method of characteristics has the advan­

tage of allowing the use of proper boundary conditions 

and does not break down near shock like discontinuities. 

It is, however, very slow compared to the direct schemes 

because of the necessity of iterations for convergence 

to a point of intersection of all the characteristics. 

For more than one space dimensions, it also becomes 

very arduous to programme. It must be mentioned here 

that only one-dimensional unsteady flows are studied in 

this thesis. 

In chapter 2, the equations of magnetohydrodynamics 

for motions in a magnetic field confined to a single 

plane are first written using a pair of curvilinear 

coordinates, one along the field line and one across the 

field line. The equation of motion normal to the field 

line is replaced by a prescribed form for the velocity 

transverse to the field. The equations are further 

transformed to a frame of re:terence .eViD.g with the 

field lines. These equations are iategrated DY a backward 

marchinl: sohe.e based 011 the method of characterist:Lcs. 
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In chapter J, we Rtilize the s1ender f1ux tube 

approximation, where the thickness of the tube is 

assumed to be negligib1y small compared to the seale 

length o£ variation of the tube diameter. The problem 

again reduces to that of an unsteady one-dimensional 

£low. We £irst consider the case of a uniform tube 

under 1inear approximation and obtain an analytical 

solution. We then numerically study the nonlinear 

behaviour £or a stratified tube subjected to external 

pressure fluctuations that vary monotonically in spaoe 

and oscillate in time. We also study the response of 

the tube to wave-like disturbances of different 

frequencies. 

In chapter 4, we consider the convective instabi­

lity of slender flux tubes embedded in an unstably 

stratified polytropiC atmosphere for adiabatic variat'ions. 

We follow the development of the instability tor 

different initial values of Po ' the ratio of gas 

pressure to magnetic pressure. We consider the 

effect o£ tvo different set. of boundary conditions 

as well as the effect of the direotion of initial 

velocity perturbation. 

In chapter 5, we first se. the effect of lateral 

radiative heat exchange with constant radiative 

oonductivity OR the conveotive flow within a thin flux 



12 

tube.. Next we extend this calculation incl.uding the 

longitudinal heat transport. We al.so study a case of 

temperature dependent opacity. In this case, the 

initial stratification outside the tube cannot be 

polytropic in general. Hence, we first calculate the 

equil.ibrium stratification satisfying the energy 

equation and the equation of hydrostatic balance. We 

use this equilibrium state as the initial state for the 

time dependent calculation. 

Finally, in chapter 6, we discuss the combined 

significance of the results of all these calculations 

in relation to the small scale convection and magnetic 

fields on the sun. 



2. INTERACTION OF MAGN~Tl.C FLUX TUBlJ:.S WiTH THEIR 

ENVIRON :"1.S~\T 

Ie Response to imposed lateral motions 

2.1 Introduction: 

The study of the interaction of an imposed 

velocity field with an initially dispersed magnetic 

field has received much attention in the past. One 

13 

of' the earliest of such studies was initiated by 

Parker (196,3). He examined the ef'fec t of' an imposed 

velocity field with a circulatory pattern on an 

initially uniform magnetic field. It was seen that 

there would be unlimited amplification of the field at 

the boundaries of the velocity cell wllere the down­

flows converge. A subsequent numerical study by Weiss 

(1966) showed expUlsion of field from the centres of 

two-dimensional cells and concentration of fields at 

the bowndaries. This stUdy was followed by a series 

of inVestigations of increasing sophistication (e.g. 

Proctor & Galloway, 1979; Galloway & Weiss, 1981) with 

inclusion of dynamical effects in the later work. 

The asymptotic states of all these numerical simUlations 

are qualitative~y very much similar to that predicted 

by Parker (196,3). Differences arise only in the factor 

by which the field is amp1ified at the bo~ndary of the 



./:J. 
cell, ranging f'rom t;:::I"'R in the earlier work of' Weiss 

TI"'I 

( 1966) to ~ "R m in the s imulat ions of' Gal.loway & 

Weiss (1981). Here R"I)'I. denotes the magnetic Reynolds 

number. 

The res~lts of' the afore-mentioned studies could 

be used :for a pre.l iminary understanding of' the inter-

action of velocity fields and maglletic fields on the 

sun. One could, for example, consider the magnetic 

network as a consequence of' the interaction of super-

granulation with an initially weak, unif'orm magnetic 

field. The structures predicted by the aforementioned 

studies preclude motions within the intense fields. In 

the case of the Sun, however, such structured fields 

are constantly buffeted by smaller scale velocity 

fields like waves ~ld granulation. These in turn would 

set up transverse motions Qf the field lines. In this 

chapter we consider the effects of such lateral motions 

of field lines on the dynamics of' the gas constrained 

4 

to move with the field (Hasan and Venkatakrishnan. 1980). 

Further, we also describe an application of these 

results to the interaction of granules with magnetic 

flux tubes (Venkatakrishnan and Hasan, 1981). 

Let us co.sider a magnetic field that is invariant 

Qnder a translation in some 4irection, which we can 
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call the x-direction witho~t loss of generality. The 

magnetic field varies in tne y- and z-directions. We 

shall assume the z-direction to be opposite to the 

direction of gravity_ In the case of curved field lines 

it is convenient to transform from cartesian coordinates 

(y,z) to a system of curvilinear coordinates (~tn) 

where ~ is the distance measured along the field line 

and n denotes the distance measured al.ong a normal 

curve (in the same plane). Foll.owing Kopp and Pneuman 
A 1\ 

(1976) we see that the u.nit vectors ~ and!!:. satisfy 

the following geometric relations' 

(~, -- a e -all 
.§.9 
'On 

vhere e ls the angle the f'ield makes with the z-axis. 

For inviscid and infinitely conduoting gas, the equation 

of motion along a fiel.d line Catt now be expressed as 

, 



where V,6 is the gas velocity parallel to the field, 

Vn the velocity normal to the field, p the gas 

pressure, jP the density and g the acceleration due 

to gravity. Let us now consider a frame of reference 

fixed to the field line. Such a physica~ identifica-

tion of a field line is possible in the infinite con-

18 

ductivi ty approximation. The spaoe and time dar.ivatives 

in such a frame will be denoted by V and V 
D.8 1)-1: 

respectively. These derivatives satisfy the following 

operator relationships: 

'] - a + 'In SL .:nt at on 

and 

.D .Q. 
3)'& a~ 

From equation. (2.2) and (2.3) we have 

-t V ..... 1) e + ,. D i: 

x. a similar Manner, the eq~atio. of continRity take. 

the form (Xopp and Preaman 1976). 
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where SA is the cross-sectional area of an infini-

tesimal flux tube surro~ding the field line. It has 

been assumed in the above equation that 

where L is some typical scale length of variation of 

the physical quantities along the field. Thus all 

flow variables in the infinitesimal tube can be 

assumed to be constant in a direction normal to the 

field line. The evolution of the magnetic field, 

assuming infinite conductivity, is given by the induc-

tion equation 

a :B 
at -

= vx(Vx.B) , (2.6) 
"""" ..... 

which can be resolved into the components 

Q B 
at 

along the field and 

, 

) 

normal to the field respeotively_ Using the oondition 

for flax conservation in an infinitesimal flux tube 

(B SA = constant) and the geometric relation for the 

rate of ohaRge o:f the angle e "iz. 



, 
we can rewrite equations (2.7a) and (2.70) as: 

and 

1) (in SA) 
:nt 

:0 (in ~A) = 
.D.6 

.Q V.". 
an 

a e 
on 

18 

respectively. Eliminating bA between equations (2.7d), 

1) VIJ + J2 (in f) + V.t> D (fn f) + ~ fj e 
D-6.Dt D4 on 

+ 2.. Vn = 0 • 
an 

We re~ate density and pressure by a po~ytropic law 

III constant, 

(2.8 ) 

where r is the polytropic iadex. We thus have three 

equation. (2.4), (2.8) and (2.9) ia the fear dependent 

variab~e. P , f ' V,a and Vn respeotiv.J.,.. Th.e 

equation of motion nor.a~ to the field provide. the 

fourth equation. In this chapter, this fourth eqQation 
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is replaced by a prescribed form of V~, as in Kopp and 

Preuman (1976). The resulting flow is then studied 

with the aid of the rest of the equations. 

2.) Method of solution: 

Equations (2.4), (2.8) and (2.9) form a system of 

hyperbolic partial differential equations and hence 

possess real characteristics. One can recas.t these 

equations in characteristic form using standard 

procedures (Sneddon, 195.1). The reduced equations are 

as :follows: 

";. r ( A + 13 I 0- ) 1) t along D ~ ::." V.IJ -t a... 
Xli: (2.1081.) 

and 

, (2.10e) 

A = V.1J a e + Y-n.Q. B -SL V (2. 10d) 
"TI. 

, 
dn o~ an 

VnlJ e ~ 'In V.!JQ e 
(2.10e) 

:::B = - ~ c.otl9 + 
:ni aA 
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and 

a :: (r p / f ) f/~ (2.10£) 

We solved these equations as an initial value problem by 

prescribing the state at time t = 0 and then integrating 

the equations forward in time. 

The existence of the source terms A and B precluded 

any analytical solutions and hence we resorted to a 

numerical procedure. In this method all the flow 

properties were determined at pre-specified grid points 

using an iovers'e marching method (Zucro'W and Hoffman, 

1976). For illustration, the procedure for determining 

the velocity and deosity at a point 'd' on a later time 

1 ine t -.:: t () -+- IJ. t is described, provided one knows these 

quantities at three points 'a', 'b' and '0' on a 

previOU8 time-I ine t (see figllre 2 .. 1). If we draw 
() 

straight lines along the characteristic directions at 

edt towards decreasing value of t, then these will 

intersect the previous time lioe at two points, say let 

and If' respectively. Let us denote all flow properties 

along the right running characteristic (that which goes 

from l.ower values (j)f..8 to higher value. of: ..6 as t 
increase.) by at., sub.cript. Those on the left 

ranning characteristic is 1ikewise given a '-' subscript. 

A further subscript like tat, Ib' etc. denotes the 
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Fig.2.1 (top): The backward marching scheme for an interior 
point'd' given the ~alues at 'a l J 'b' and 'ct • 

.1:<' ig. 2.2 (bot tom left): Effec t of f in'i te boundaries on the 
solution of an initial value problem. 

k'ig.2.3 (bottom right): The motion of a point fixed on a 
field line moving with normal velocity Vu -
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values at points la t , 'bl etc. If we cast the 

equations (2.10) in finite difference form, we get 

, (2.11a) 

..8d. -,s.f - Llt (V./6- - a.. ... ) , 

where 

and 6t is the time step. We chose At 80 as to be 

within the Friedrichs - Courant - Lewy stability limit, 

viz. 

At 1 -/J..6 (Iv ... 1 + Ia..I)ma.K • 
\ 

Since the flow properties and the locatioBs of point. 

'e' and If I are not known, the.e eq~ation. must be 

solved iterative1y. An EQ1er predictor-corr.ct~r •• thod 

was used for the iteration. For the predictor algorithm 

the fo11owing initial choice va. a.de, 

( 0) 

V )".J :: V.6 d.. • 
) 

L.. -,-(0) = J.... 

'..- ra. j 
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v (0) _ V 
.}.) _ - ,t,c 

. 
.J p_(O) = I... 

" 
• 

.I 

and ~ikewise for the geometric parameters. These were 

used in equations (2.11&) and (2.11b) to obtain a Cirst 

guess for the location of points Ie' and 'f'. The flow 

properties at these points were determined by interpo-

lating between the val~es at pOints ta', Ib' and tc'. 

For subsequent iterations 

V (1t) _ V ( n-I) 

..5+ -.!.e j 

V (n) 
..6- = 

(n- I ) 

V.6f. • J 

in the predictor we assumedl 

f+ en)::: Peen-I) j 

p_ (71.1 = 

where the superscripts denote the order of the iteration. 

When the calculated value of ~e and ~f converged within 

a spec ified tolerance, the l.atest values oC V -6t' and P t 
were used to calculate the properties at point td' f~~. 

equations (2.11c) and (2.11d). In the present study, a 

-4 relative convergence within 10 was found to be 

generally attained within five iterations. 

Next, the corrector was applied to the abov'e 

predicted values of VJJd.. and Pel • For the corrector, 

the following soheme was assumed: 

V-e,+ ::: ( V bl. + V.a~ ) . p+ = ( Pe + ~cI. ) • ) J 
:/.. :L 

V-IJ_ = ( VAf + V~cL) . p- C p~ -+ Pd.) } :. 
:/., • 

:J.., 
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Here too, an iteration is required to locate points 'e' 

and 1ft as well as to determine the flow properties. 

However, during this iteration, the values of' ~d. and 

Pd (which were determined by the predictor) are not 

changed. After obtaining convergence for ..-5 e and ~:f 

V~d. and Pd. are redetermined. To improve the accuracy, 

these corrected val.ues of V~d. and pJ. were substituted 

back into equations (2.11) and the same steps were 

followed. It was seen that a maximum number of 5 

predictor iterations and 3 corrector iterations yielded 

sufficient accuracy. 

2.4 Initial. and Boundarl condition!: 

In this chapter and in the next one, we present 

resul.ts obtained from an initial stratification which 

is in convective+y stable hydrostatiC equilibri~m. A 
I 

disoussion of the flow that is produced as a result of 

convective instabil.ity is postponed to ohapters 4 and 5. 

The initial magnetic fiel.d was chosen to have a potential 

configuration and hence magnetic foroes did not have 

to be considered for the equil.ibrium. The energy 

equation was replaced by a polytropic equation of state, 

p t:i;" f r. One can. thus study a variety of situations 

ranging from the oase where heat exchange is SO rapid 

as to maintain isothermal equilibriQm (r • 1) to the 

case of adiabatic equilibrium (r. Y) where there is no 
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heat exchange.. One limitation of the work del.!!!cribed in 

this chapter is that pressure and density were related 

by the same polytropic law for t) ° as we1.1.. This 

restriction hal.!!! been relaxoed to varying degreel.!!! in the 

13 ubsequent chapters.. .M.athematica1.1.y, the' initial state 

can be represented by 

v (~) ::::. o ~ (2.13a) n 

V~ (~) -::::. 17 J (2.13b) 

I 

f())[1 -
'f=jJ 

P (/~) =- ~ (r~ I) ] )( 2 .. 1 3 c ) 

p (~) =- P(O){ f(,J3) I P(D)] , (2.130) 

where 

~ r pea) I p<O) (2.13e) GL (0) - • 

Although the initial magnetio 1'ie1d, being potential. 

does not affect the equi1ibrium stratification, it 

defines the stream geometry and will be described in 

the next section. At time t - 0, a non-zero V~ was 

introduoed and the eqllations (2.11) were integrated a8 

described in the previous section. 
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However, the scheme described in section 2.3 can 

be applied only to an interior pOint. It is well 

known for time-dependent initial value problems solved 

by the method of characteristics, that the number of 

boundary conditions, suffiCient &~d necessary to solve 

the problem uniquely, is m - n, where n is the 

number of characteristics crossing the boundary from 

an interior point and m is the number of dependent 

variables. If one has fewer boundary conditions, there 

is no unique solution. If one imposes more than m - n 

boundary conditions then any incompatibility of the 

extra boundary conditions with the characteristic 

equations will lead to spurious boundary effects which 

can propagate into, and influence, the interior solution. 

The choice of physically meaningful boundary conditions 

becomes increasingly important as one integrates £or 

longer time intervals.. This is because beyond some 

critica.l time t'* say, all characteristics drawn backward 

from any interior point P (figure 2.2) will not reach 

the initial time-line but will terminate at either 

boundary. The hatched region in figure 2.2 is known 

as the 'domain of influe~ce' of the initial stat.. Thus, 

a t I arge enough t itaes, the flow will depend more on the 

boundary conditions than on the initial conditions. In 

the present study we tried the following two different 

conditions for the left boundary in figure 2.1 (lower 
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boundary of the flow region) 

V.&Co) = a.(I-.eXp-t/T) , (2.14a) 

or 

F ( 0) = constant. 

For the right bowndary in figure 2.1 (i.e. top boundary 

of the flow region) V~ was prescribed as the value 

extrapolated from the values at two preceding space 

points. This bounuary condition assured that no kinks 

were produced at the end point in the spatial velocity 

and pressure profiles. 'the equation relating V,& and J=l 

along the "missing" characteristic is replaced by the 

boundary condition which prescribes either V.& or p • 
The remaining variable is then determined from the rest 

of the equations (2.11). 

2.5 The Field GeometrY' 

At t • 0, we assumed a potential Rlagnetio field 

with components 

:B~ =:So e.x.p(-~;a)Ai1'1.a J (2.1.5a) 
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and 

e J 

where I'<. is a constant. At later instants of time, the 

field geometry is completely determined by Vn • The 

coordinates of a given point on the field line at 

dU'ferent instants of time can be determined from the 

following equations (see figure 2.3): 

and TJ e 
J)t 

If one chooses the velocity as 

(2.16a) 

(2.16c) 

where Vb(t)is the velooity of the base point ':JJ:,(t). 

then the relation (2.1,c) will be maintained for all 

times. Thus equations (2.16) are unnecessary in this 

case and the quantities 

mined directly as: 

a e :; 
on 

Be 
an 

can be deter-

(2.18a) 
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and e (2.18b) 

We did a few calculations with Vn in the :form. (2.17) in 

which Vb (t ) was chosen as: 

(;2. 19b) 

t '* =: 0-, t ~ T .) (2.19c) 

and 

(2. 19d) 

Such a behaviour of ~h(t) simulated a rapid motion for 

small times and a subsequent decrease of velocity 

asymptotically approaching zero. We ohose this form to 

approximately represent a rapid onset of some instability 

and its subsequent quenching due to, for example, the 

enhancement of the magnetic field. 

In Qrder to keep the study suffiCiently general, 

we also tried another form for Vn viz. 

V 11. :. V 0 (t) 4Z..)(. P ~ I H .1 
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where H is a constant which can be positive or negative. 

Rere too, we chose Voct)to behave with initial large 

rate of change and asymptotic approach to zero velocity. 

In one calculation Vo (t) was made to oscillate in time 

(see section 2.8). For the general form (2.20) the 

angle e must be calculated for each time step. We 

calculated this by integrating equations (2.1e) from to 

to to + IJ. t using an Euler predictor-corrector method ~ 

where At is the time step for the equation (2.11). 

Moreover since the prescribed lateral velocity stretched 

the field lines at every instant of time, grid distortion 

can occur. We compensated for this by calculating the 

net change in the position of a fixed point on the field 

line given by 

J'i3(to+6.t) 

.A ,& = cLi5- I COo e 

;e(to) 

Similarly, the value of ..Q e at the new displaced point 
all 

is given by 

co'& e g e 
a~ 

We performed the integration and diff'ere:ntiation in 

equations (2.21) using Lagrange 3-point interpolation 

formulae (Abramowitz and Stagun, 1965). Having obtained 

the coordinates (y,z) and geometric parameters at the 



displaced pOints, we determined the corresponding 

quantities at the origi.nal spatial grid points again 

by Lagrange J-polnt interpolation. In this way, the 

problems involved in a moving grid (like non-uniform 

step size) were eliminated. 

2.6 Description of Results: 

1 

We first expressed all qU&ltities in dimensionless 

uni ts. The basic unit of l.ength was taken as T-< T *" 19 
where 1< is the universal gas constant, T* is a ref'er-

ence tempera.;ture and ~ t the acce1.erat ion due to 
, /:1. 

gravity. The unit of velocity was (RT*) and, 

therefore t time was measured in units of' (1~ T * ) 1/'iJ../ g 
The density was expressed in units of: the density p~ 

at the base of' the field line and likewise the temp~rature 

in terms of base temperature T*. This dec ided the unit 

of pressure as '"R p *" T it which is nothing but the prfHlISUr411 

at the base for a perfect gas. 

First we solved the equations (2.11) using the form 

for Vn given by (2020). 1n this form the spatial 

dependence of the ve~ocity is either monotonically 

increas ing with..5 (H ') 0) or decreas ing wi th ~ 

Figure 2.4 shows that a positive value of H leads to 

an upflow whereas a negative value of H leads to a down­

f~ow. Here the value of Vn. at the base is 1.0 I:lnits 
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for H = -1.0 and 8.0 units for H == +1.0. In the case 

of H == +1 .. 0, the large value of Vn == 8.0 was chosen 

with a view to model the flows in solar spicules (cf. 

Hasan & Venkatakrishnan, 1981). We notice that inspite 

of the great difference in the base value of Vn for 

the t'wo cases, the resulting magnitudes of V-5 are not 

much diEferent in these two cases. 

The short time behaviour of the flow for different 

values of the polytropic index r can be seen in 

figure 2.5. Here the spatial velocity profile is sho"WD. 

at a time t = 0.32 dimensionless units.. It is seen 

that the respon::;e of' the flow to the lateral motions is 

stronger for largervalues of r or in other words for 

"stiffer" equations of state. 

Consider now the other form of V n given by (2.17). 

The parameters quantifying the lateral motions are Vo 

the ampli.tude of base velocity and k, a measure of the 

curvature of field lines. We studied the effect of 

each quantity separately. The effect of CQrvature can 

, 

be seen in figure 2.6. It is seen that the peak velocity 

of the parallel flow increases with curvature. The 

decline of the flow after the rise to the peak value is 

simply an artifact of the imposed lateral flow which 

ceases after 0.25 time units. 
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The ef':fect of' magnitude of base VEdocity V can 
() 

be seen by a comparison of figure 2.7 and 2.8~ In 

figure 2.7 the spatial velocity profile is plotted at 

three instants of time :for Va =: 8.0. A sirnilar plot 

corresponding to Vo = 6.0 is seen in figure 2.8. It 

can be clearly seen that even at very early epochs (e.g. 

t = 0.03) the velocities of parallel flow are larger in 

figure 2.7 than in figure 2.8. 

The choice of boundary conditions influences the 

transient behaviour of' the flow. In figure 2.9, we see 

the spatial pro:file of pressure corresponding to the 

velOCity profile o:f figure 2.7. Here, the boundary 

condition (2.14a) (prescribed time-dependent velocity) 

was imposed. A small kink can be seen propagating do'Wn-

stream with a velocity ~ 2.5 units. At later times a 

second kink is also seen. The first kink represents the 

initial impulsive onset of the lateral motion of the 

:field line. The second kink is created because the 

boundary condition (2. 14a) forces V.!J at .6::: 0 to 

increase even after the cessation of the lateral motion 

of the field line. The halt of the lateral motioD 

red~oe8 V~ at all other points. The velocity gradient 

thus produced causes a compressiom wave to propagate 

upward from the,base. The spatial pressure profile for 

a different bOQadary conditiGn (2.14b) is shown in 
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figure 2.10. Here we see only one kink propagating 

upwards with a velocity of~ 2.U units which is the 

initial impulse. Apparently there is no corresponding 

impulse travelling downwards. 

Figure 2.11 and 2.12 show the temporal behaviour 

of the velocity and pressure at two different space 

points with boundary conditions (2.14a) and (2.t4b) 

respectively. In both cases there is a rise to peak 

velocity followed by a decline. The peak velocities 

are different since the initial values for Vn at the 

base are different (8.0 and 6.0 respectively). We find 

that smaller starting values for Vn produoe smaller 

parallel flows. It is also to be noticed that the 

velocity Variations at two spatial points are sore in 

phase than compared to the pressure variations at these 

points. The decline of the parallel flow is on a time 

scale comparable to the aooustic travel time over the 

length of the field line participating in the lateral 

motion. For a total length of 2.0 for the field line, 

the time scale of dec1ine is approximately 0.8, units. 

When a larger length was assumed ( 4. (0) the relaxation 

time is ~ 3.0 as seen ia figure 2.13 where the bebaviour 

of the lateral flow V~ is also plotted aloneside for 

the sake of illustration. 
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2.7 Discussion of the results: 

Physically one can think of two mechanisms which 

can accelerate the gas along the field line. The first 

is a "squeezing" action much as one squirts a fluid 

from a tube-like container. An upper limit for the 

acceleration can be estimated by considering an incom-

pressible fluid. In this case the acceleration Q V~ 
'Dt 

c an be approximately 

the area of the tube. 

further simplified as 

wri tten as - V~ 12 in SA where 6A is 
.Dt 

F'rom equation (.2.7d) this can be 

V,,6 Q Vn • This in turn, depends 
on 

on the rate at which V71. changes in time. There is 

another mechanism for acceleration which is more effec-

tive in the present study. The non-uniform lateral 

motion of a line element imposes on the associated 

fluid element: (1) a translational motion of its centre 

of gravity along a curved path and (2) a rotation around 

the centre of gravity_ The centrifugal acceleration 

d\;le to the rotation of the line elements cancel out when 

integrated over the f'ie1d l.ine.. The centrifugal 

aooel.eratiQn due to the tranlllllational motion along the 

Cl.lrveQ path, however, will remain. In the present stu.dy 

this is given 
.'t 

to J.a V11. 
:t a}" 

by V -n. IJ. a which can f'u.rther be s impl if' ied 
l)t 

l.lsing equ.ation (2.7c). It is thus seen 

that this acceleratiOn is independent of the sign of Vn 

bat depends on the rate of change of its magnitude along 
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the field line. This fact explains several of the 

results obtained in this study. First of al~, it 

explains why the gas is always seen to be acce~erated 

along the direction of increasing mnplitude of the 

lateral ve~ocity. 
, 

Since, for the case of 

type of flow, the acceleration is given by 

the increase 0f' parallel. velocity withincreas ing 

clrlt"vature and with increasing amplitude oi' ~ateral base 

velocity for SQch flows can also be readily understood. 

A. comparison o:f 1. Q V 7i. 
:t ?J-6 

:J.. 
with the asqueezing~ term 

shows that even if one assumes a Vn 
an 

to be comparable with Q Vn , the vanishingly small 
0.6 

value of V J!J at t = 0 makes the squeezing term negli-

gibla at the beginning of the liqueelle. Moreover, since the 

sign of the "sqQeezing" accel.eration depends on wheth.er 

the lateral motion is compressive or expansive, such 

terms will not contrib~te a net &cce~eration in the case 

of OSCillatory motion. This is not the case with the 

centrifugal term which maintains its sign irrespective 

of the sign of'V'l\,. Thus such an aocelElration. will 

persist 4Ilven in. an o.scillation of the :fiElld line provided 

the l~ngitadinal gradient does not rever$e its si~n. 

This term is of" great d.ynamical importance sinoe eVElla 

a small persiste.t acceleration oan generate significant 

flows along the field after a s.:f:ficient1r loag period 

of time. 
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Finally, the increase of response with increase 

in tbe "stiffness" of the equation of state could be 

because of the faster propagation of signals in "stiffer" 

media ~eading to closer comm~icatlon between the 

extremities of the field line. The importance of the 

eq~ation of state is th~s seen even in a simple change 

of the polytropic index. More attention will be paid 

to the energy equation and the equation of state in the 

subseq~ent chapters. 

2.8 Application to granule - f&~x t~be interaction 

on the suns 

At photospheric levels, gran~lation forms a 

velocity pattern which has a typical length scale of a 

few tho~sand kilometers and a time scale of a few 

minutes. There are also concentrated magnetic flux 

elements in the photosphliu'e which WJ.dergo "btlffetiag" 

by the granules. In fact, there exists an earlier 

observational study of cranule-flmx tube interaotion 

(Dunn and Zirker, 197)). In that study the very fine 

structure of rosette centre. va. resolved and was named 

solar filier... It was seen that filigree are jostled 

-1 abou.t by granule. with lateral velctciti •• Cd 1 • .5 as , 

which is oODsld.rably lar&er than the ra. vertioal 

v.~ocity ot granules. The filtergraa observations by 

Ramsey at aL (1977) •••• to have resolved the .agnetic 
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elements into their filigree components. More 

recently, high resolution observations (Daras-

Papamargaritis & Koutchmy, 1983) do show the 

association of filigree with strong magnetic fields. 

Similarly, other elements of' enhanced brightness, like 

the calcium bright points have been identified with 

magnetic elements (Sivaraman and Livingston, 1982). 

Thus one could reasonably assume that magnetic elements 

are indeed laterally displaced with veloc i ties ~ 1.5 

-1 kms • What is more important to the purpose of this 

study is a knowledge of the variation of the magnitude 

of' the jostling w:i.th height in the solar atmosphere. 

In the absence of' direct observational information, 

let US assume a form for the lateral motion of the 

field lines which is related to the observed f'orm of the 

granular velocity f'ield. Observations of the granular 

velOCity variation with height in the solar atmosphere 

(Durrant et al., 1979) indicate a deorease of the rms 

vertical velOCity with height. The scale height of the 

variation is ~ 500 km.. The life time of the granule 

varies between 2 to 15 minutes. The time variation of' a 

single granulation flow oan, therefore, be approximated 

by a sine function with a half period equal to the 

granule life-time. More specifioally, one can represent 

the ,;ranular velooity V3 as 
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Vs = Vo .ex p (- :r: I H) ...6in (n t / T ) . 

~n the present oalculation the form (2.22) was assumed 

for v.n. with Vo = 0.7, H = 2,,0 and T = 3.5 in dimension­

less units corresponding to 0.5 kms- 1, 500 km and 120 s 

respectively for a ref'erence temperature T = 6000 K. 
* 

The initial magnetic field was chosen to be purely 

vertical and the gas was assumed to be initially strati­

f ied with a polytropic index of' r = 1.064. This value 

of' r was chosen to fit the Harvard-Smithsonian Reference 

Atmosphere (Gingerich et al 1971) for a height of 500 km 

above the photosphere whioh also corresponds to the 

height range in which downflows have been observed in 

tubes (Giovanelli & Slaughter, 1978). 

The results are shown in figure 2.14 where the 

variation of the fluid velocity component along the 

magnetic field is plotted as a f'unction of the distance 

along the field at different instants of time. The 

flow begins as a downflow and remains as such throughout 

the life time of the lateral velooity field. The 

magnitude of the velocity along the field initially 

decreases with height, but at later instants of time, 

it increases with height. The observations of 

Giovanelli & Slaughter (1978) actually shOW a decrease 

of velocity with height. However, the present 
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oalculations do not include the back-reaction of the 

field on the fLow and assume that the lateraL mQtions 

are directLy proportional to the granular velocity 

field. One cannot, therefore, make detailed comparisons 

with observations especially for durations of time 

Larger than the ALfven travel time over the length of 

the field. For a field of strength ~ 1000 G and length 

~ 500 km, this works omt to approximately 60 8. 

A more detaiLed disoussion of these points is 

postponed to chapter 6. It is sufficient to note here 

that one oan expect significant dOWDflows to be generated 

within flux tubes as a result of the jostling of these 

tubes by granulation. If the jostling decreases 

monotonicalLy with height, then the flows would be 

downflows at all times. 



J. INTERACTION OF MAGNE1'.LC FLUX TUBES WITH THEIR 

ENVIRONMENT 

II. Response to external pressure fluctuations 

Jl1 A magnetio flux tube in a turbulent fluid: 

45 

The previous chapter dealt with the result of 

bending motions produced in the tube by external tur­

bulence. It is easier to excite such kink modes than 

the sausage or squeezing modes in a tube (Spruit, 1981b). 

Ln the case of a compressible fluid one does not know 

a priori what fraction of the energy from the "squeezing" 

agency goes into the increase of the internal energy of 

the fluid and what fraction is actually used for driving 

fluid motions. On the other hand, if one squeezes a 

tube containing an incompressible fluid, the entire 

energy of the squeeze will be converted iato the 

kinetio energy of the fluid flow along the tube. 

The response of thin tubes containing incompres­

sible fluids to external turbulenoe has been studied by 

Parker (1974b). He considers two aspects of this 

problem. In the first case the tube walls are assumed 

to move in a prescribed manner. This results in a 

change in the magnetic field due to flux conservation. 

The fluid velocity is also affected due to mass conser­

vation. The ohanges in the magnetic and velooity 



fields influence the gas pressure inside the tube due 

to momentum conservation. The time average of the 

solutions of' the equations of continuity, motion and 

flux con~ervation yields an expression for the mean 

magnetic pressure enhancement which is equivalent to 
.L 

the dynamical pressilre P Ve cal:lsed by external 

turbu.l.el'lce. By assuming V'e <;ll. "3' 1iit'l'll.6-' and f ~ 

Parker obtains fields of the order of 600 G. 

Parker also cons idered the case of' the massaging 

of a flux tube by external turbulence (Parker 1974a). 

He idealises the effect o~ eddies advected downward 

along the tube walls in terms of a .oving constriction 
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travelling downwards with the speed of the intergranular 

downflow. Even in this case h.e obtains fields of the 

order of the "equipartitionl1 value of about 600 G. 

The response of a flux tube containing a oompres-

sible fluid to external pressure variations was studied 

by Roberts (1979). He obtained a resonance when the 

time scale of the external pressure fluctUations matched 

with the time taken for a. ·'tube" wa.ve to travel across 

one wavelength of the fluotuation. Roberts concluded 

that the tube could absorb enercy at the resonant 

frequency from the wide spectrum of frequencies inqident 

on the tube. He suggested that this could be the 

driving mechanislD :tor spicales. It should be noted that 
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the motions produced by this mechanism are oscillatory. 

Furthermore, it is not known whether nonlinear effects 

would smo.ther the resonance. The response of a flux 

tube to external pressure perturbations has also been 

suggested as a diagnosti.c for estimating the thickness 

of' the tube (Venkatakrishnan, 1979). The analysis of 

the interaction of a flux tube with its environment can 

be simplified by considering the slender flu.x tube 

approximation which shall be described in the following 

section .. 

3.2 The slender flux tube approximation: 

The slender flux tube approximation rests on the 

assumption that the radius of the tube varies on a 

length scale much larger tllan the radius itself. This 

approximation enables one to study dynamical phenomena 

within tubes whicb are stratified by gravity. Suoh 

studies have been reviewed by Venkatakrishnan (1981) and 

more recently by Spruit & Roberts (1983). The rigorous 

deri.vation of the equations of' a slender flux tube is 

given in an appendix by Roberts & Webb (1978). It is 

based On a perturbation expansion of all variables in 

powers of (r) A) where -r is the radial dis tance from 

the axis of the tube and A is some measure of the 

length scale of variation of' the tume radius. By 

:formally equating the terms independent of -c J A , 
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Roberts and Webb (1978) obtained the following equations 

of zero order in "I A 

g t ( f I B) + g ~ (p \T /13) -= 0, 

{~tP - ~p)gtPl + VI ~~~ - (1P)j~P] 

= - ( .y- I)(V • ! ) , 

::S.:(. : S T\ ( Fe -~) , 

where p • f t \t' and B are the pressure, the dens i ty , the 

fluid velocity along the tube aXis,and the magnetic 

field inside the tube~respectivelYJ Fe is the gaB 

pressure outside the tube, and F' is the energy :flux. -
The static equilibrium solution of this system of 

equations was actually first obtained by Parker (1955) 

in a di£ferent context. One can construct a family of 

statio solutions in terms of two funotions e(~) (the 

ratio of' the temperature at a depth • outside and 

inside the tube) and fo(;!) (the ratio of gas pressure 

to magnetic pressure inside the tUbe). The equilibrium 



, 

:: 8 If ~oe I ( I + ~) , 

:: I ( I + f) 

G to e p I ( i + P) • (3.8 ) 

In addition, h and h. must satisf'y the equation of roe rot. 

hydrostatic balance. Inside the tube this equation is 

= 

Substituting for b. and 
reI. 

the following identity, 

in equation (3.9) we have 

( :::; - (e-n(.-L ) Poe'J 
l+fJ ---

Poe 
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Hence there exists an extremum for ;8 I ( I -I- p) at e ;:: 1. 

F llrthermore if e at 1 at all t, then fo is also 

independent of ~. Let us now perturb any dynamical 

variable by a small amount 9. which is of the form 

4.. == 9.6 (=) e.xp i u:>t • 'rhen the linee.rised form of 

the equations (3.1) through (3.4) reduce to a single 
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second order ordinary differential equation in one 

variable (Roberts & Webbs, 1978), viz. 

+ (3.10) 

where ar~ in general, functions of e 

By me~lS of suitable transformations, this equation can 

be written in th.e cannonical form 

it 
The curve f (t.U :...:x:..) =- (J separates the "propagating" 

and "evanescent tt regimes in ~ for a given • 

Conversely it represents a -local" dispersio~ relation 

!L for ci) separating "propagating" and Itevanescent" 

frequencies at some ~ • 

iii. su£:f'icient condition on 

Alternatively, it represents 

:L (u for the existence of 

bounded solutions. 

~f one solves equation (3.11) subject to boundary 

conditions on ~ a,t two point x.. I 
and :(':t, , we obtain 

an eigenvalue problem :for W 
.ll. 

• For adiabatic varia-
~ 

tions oJ is real, leading to oscillations when it is 

positive and instability when it is negative. 

The case of instability will be discussed in 

chapter 4. In the case of oscillations, it is seen 

• 
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that only one mode exists as opposed to two in the case 

of' an unbounded medium. This "su.ppression of' modes" 

has been noted and discussed by Cram and Wilson (1973) 

and will occur only ifToL= Toe (koberts, 1981a,0). The 

phase velocity of the 'Iallowedlt mode is smaller than the 

minimum o:f either the Alfven velocity or the sound 

velocity. ~t is called the "tube" velocity in the 

literature and is given by 

= , 

where A and S are the Alf'ven and Bo~d speeds respectively. 

"Tu.be" waves in thin tubes are essentially the counter-

parts of "slow" waves o:f :finite tubes. The properties 

o:f tube waves have been well stu.died (Roberts ~ Webb, 

1978; Spruit, 1981.,b; Rae & Roberts, 1982). In the 

next section, we reduce the nonlinear equations to the 

characteristic :form with a view to use them in our 

oompl1tations. 

,.3 The oharacteristio egQatioSs :for, slenger flux tube: 

If one negleots the heat source terms in equation 

(3.) then the syate. o:f equations ().1) through (3.~) 

i. a hyperbolio system o£ partial di:f:ferential equations 

and will, therefore, pos.ess real oharacteristics. 

Equations ().1) throu.gh ().) oan be rewrittea as 
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(3 .. 13) 

where 

1 == (~ 0 ~ \ 
() 0 I) 

. 
) 

. 
} 

Multiplying equation 

f1' "where f1 ::: (~' 
(1"'.9) 

is any arbitrary constant vector, 

we hav'$: 

( 
t 

\1" 1'1\.a ) "1 = O"""'tb f1 a + at ofl:- • 

Let ),11. be the 11. t~ eigenvalQ6 of the equation 

'1 
). n ff" 11 A. tJ' 11. :' 

where fIf n is the corresponding eigenvector. Then 

( 3. 14) trans:forlns to 

= r t b 
11. • 

If "n. is such tha.t 

(3.14) 

(3.15) 



where ~ 1.\.(~,t) = constant is some curve in the t-:.t­
plane, then equation (3.16) reduces to 

rrtdY 
11. cLt 

rrtb 
'n , 
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along the curve ·s = COIlS tant. If the original $Ys tem 
'l'l 

of equations were fully hyperbolic, then there 'Would be 

"m real eigenvalue::) where m is the number of elements 

in 'I In the present ca~e, the A'''(L'.(, are given by 

. 
) 

i$ the velocity oi' 

"tube waves, with 

(J" I :; (j 

w\-te:rt!: tr" is an arbitrary constant. 1'he compatibility 

equations are, th~refore, 

elp + fC-rdV' = ( ex +- f) cl t d.lOllg )..:: V-,. CT1 ('3. 16) 

d.p - f crdv- =- (ex"'fl)d..t d-Irrng A:\)-C r , (..:::..14) 

and. 

d.p -(0)df - 0 -
f 

alo n.g )... = "\t" , 
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where 

It is interesting to note that there are normally 4 
characteristics for one-dimensional unsteady flow in 

an unbounded magnetic field (Pai, 1962). The fact that 

the number in the present case is 3 is again remini-

scent o:f the "suppres~ion o:f modes" referred to in the 

previous section. Equation (3.18) through (3.20) 

cannot be solved analytically in general and we will 

resort to the numerical method described in chapter 2. 

Before proceeding we present an analytical solution 

representing the linear response of a uniform tube to 

external pressure perturbations. 

3.4 Linear response for a uniform tube to external 

pressure perturbations' 

The linearised version of equation (3.18) through 

(3020) can be written as 

P aV"+al-.. = 
o at' a%'-' - P, ~ -' (3.22) 
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where the subscript '1' denotes perturbed quantities 

and '0' denotes unperturbed quantities. For a uniform 

tube these simplify to 

, 

fo a \ij .-t- £.. ~r ;. 0 ~ 
at a;'!-

wit h p,;.. s;' f I The chara.cteristic directions 

in the (t-z) plane a.re given by 

dz= 
(It 

+ 

Let us now transform to the characteristic curves given 

by 

The equations (3.24) and (3.25) now become 



Thus 

and 

P, + fo C,\T, -:. fl (~) 

+ _1" J § Pel d'1 
,~A~ at 

P I - fa Cr ~ - f.a. ('l) 

- £r J.@ Pel dS '" 
:lA~ at 

""he.T'e f r dnd. f;t are a"('b;tT"a..T~ $unetio"I"IS. 

Hence 

and 

However, 

Thus equations (3.30 and (3.31) reduce to 

and 

P, ;:.. f,(if-'Tt ) + f~ (~+~t) T 
~ 
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Let us assume the :following :form for ~ rei 

Pel ::. fe.o ex F' -.!- ,sinrot • 
H 

Then equations (3.32) and (3.33) further reduce to 

i=>, :: f~~'i!-c,.t) +f .... (i!+<;~ T 

~ 

and 

Applying initial conditions 

"', ( 0 ) :: "io (. ~ ) , we have 

F,o 't) ::. f, (i!-) + f:t (2!-) -
J1 

and 

\{o (~) - { f I (. it) - f.a. ( ~)] I:J. Po Cr 

- ... tOH ~ eXf--£ 
:t.!o A;) eo H 

Hence 

f, C~) - ~o li!) + fo CT { ":0 Ci!) -

57 
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J ( 3 .. 38) 

and 

Let 

Then. 

f. C~) -= CTtDH Peo' e>'.r - ,;c 
aA:L 1-1 

and 

.fa. ( :c) :=. C. tV H P €Xr -:-~ . - T eo' H • 
:1tA:t.. 

Thus 

{ f I (=i!- c,. t) + f;a. c. ~ + Crt) 1 I~ 

and. 

{ .f I ( ~- Crt) - f;l ( ~ + e-:rt ) J I :4 fo Cr 

: _~ H pea e - :, £011 ~ ( crt) .. 
fo Ad. H 

Finally, 
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and 

1. t; is t1:1US seen tha..t both F t and "" have an OillJO illatory 

compone.n t as well as a monotonically increas ilag component 

which grows on a time scale of' approximately ~I er • Since 

the above analysis is val.id only for small amplitudes, 

one cannot say whether the growing component persist.s in 

the presence of nonlinear terms. The next section deals 

with. a numerical study of' the nonl.inear problem with the 

add.itional :feature of' a stratified tube. 

J. ~ Nonl inear re'pon.se tGr !'! pol.ytrol21c tube to external 

We now present the res~l.ts of numerical solutions 

Gf tbe nonlinear equ.ations (.3.18) tbrou"h (.3.:20) .. We 

assumed an initial. hydrostatic equil.ibrium with a pol.y-

The tropiC stratification and space independent Po .. 
time dependent calculations were performed only for a 

singl.e value of Po =: 2.0. In the solar photospbere, 

this value of Po corresponds to c:.1 1800 G which is 



co 

approximately the value of the field within intense 

magnetic flux tubes. Since the magnetic field imparts 

a kind. of' "rigidity" to the associated f'luid, weaker 

fields would imply a "softer" equation of state for the 

tube and, therefore, one would expect smaller values 

for the resulting longitudinal flow as compared to the 

response for a tube with stronger fields. 

We chose the value of the polytropic index r = 1.1 

for matching with the Harvard-Smithsonian Ref'erence 

Atmosphere as has been mentioned in section 2.8. 

The choice of the form of' the external pressure 

perturbation needs some consideration. There are in 

general three possible classes of forms. There are the 

propagating disturbances produced by progressive waves. 

A second class is the standing wave pattern a.J'l.d finally 

we have an evanescent wave pattern. In the solar 

atmosphere large power has been observed to exist in 

the five minute o8cil~ation and in the granulation. The 

former can be considered as an example of a standing 

OSCillations (Leibacher & Stein 1981) while the latter 

has been observed to have an rms velocity distribntion 

that decreases with height (Durrant at al 1979). The 

amount of power existing in progressive waves is not 

veIL known but the meagre information that is available 
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(Deubner 1976) indicates that this power is not very 

significant. It is, therefore, adequate to consider 

only the second and the third forms of' the external. 

pressure perturbation. We, therefore, studied the 

response of the tube to the f'ollowing two f'orllls of' the 

ex.ternal pressure perturbation: 

= ~eo .exp - z.. ,-6in IT t (3.44 ) 
H T 

and 

(3.4;) 

where is the amplitude of pressure fluctuation, H 

is the scale height, l' is the period, ~ is the wave 

number and w is the angular frequency_ 

Observations can yield only the approximate scale 

height of' the variation of vertical rms velocity. To 

convert velocity fluctuations to pressure fluctuations 

one can use the equation of motion to write approximately 

F. '" 
w Va "" ----- , 

Po ( ~_ + c;J/s~) -::I, 

S 

where k* is some meaS1.'lre of the vertical velocity 

variation. If <as is tke case for 
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granulation) then 

and 5 -1 
~ 10 cms corresponding to granmlation, we 

have 

0·1 . 

This estimate is an overestimate ~ince it assumes 

axially symmetric perturbations to act coherently at 

all depths on a single ~lux tube. In reality the 

buffetting or the ~lux tube would proceed in an inco-

herent manner thereby reducing the eff'iciency of' 

conversion or velocity fluctuations into pressure 

£luctuations .. 

We treated this efficiency factor as a "fudge" 

:factor. In particular, we assigned a modest value of' 

0.1 to this factor in the present calculations, thus 

ta.kins: h /1... :::: 0.01 which in dimensionless units ,-, 1""'0 

implied k = 0.01. 
reo 

We first present the results corresponding to 

the pressure perturbations given by equation (3. 44). 

In the calculation, T :::: 3.0 in dimensionless units and 

three values of H :::: 1.0, 0.1 and 0.01 were tried. For 

a temperatl1re of ~ 6000 K, the unit of length is 



63 

~ 250 km and the unit of time is ~ ~O...5. 

The time dependence of the 10ngitudinal velocity 

near the midpoint of the tube (;;e:= 0 .. 48) is shown in 

figure 3.1 for the three va1ues of H mentioned above. 

it is evident from the figure that the response is 

more vigorous for the case of H := 1.0, than ::for the 

other two cases.. The reason i.s that H ;:: 1.0 corresponds 

to the slowest decline of the pressure fluctuations with 

height. For the other two cases the pressure fluctua­

tions become vanishingly Slllall at :;e = 0.48. The fact 

that the response for H ::: 0 0 1 is not very dU'ferent frOID 

tbat tor H := 0.01 is again a reflection of the fact that 

at r = .48, the direct ef'fect of pressure perturbations 

is so small that numerically it is difficult to distin­

guish between the two small quantities. 

An interesting point to note is tha.t the velOCity 

::fluctuations for H =: 0.1 and H ::: 0 .. 01 vary on a time­

scale larger than the period of the external pressure 

fluctuations. There is an increase o::f downflow till a 

t ime ~ 2 .. 5 and then one sees III very gradual decrease 

of the downflow. Tne maximum of the pressure fluctua­

tion occurs at tne base of the tube and hence the delayed 

response at ~ =: 0.48 can be understood in terms of the 

time taken by tube wave to propagate over half the length 
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of the tube. The magnitude of this propagated compres­

sion would be larger than the in situ compression owing 

to the small values of' H. W'e can, theref'ore, under­

stand the change of slope in the response curve in 

figure 3.1 at t ~ 2.5. The e:ff'ect o:f the dilatation 

would also be delayed in a similar manner but the compu­

tations were not f'ollowed to such times. 

One call contrast such a behaviour with that for 

H :: 1.0. Here we see that the velocity is in step with 

the external pressure fluctuation. The slower spatial 

variation of the external pressure fluctuation in thi.s 

case maintains the in situ pressure fluctuation at a 

larger magnitude tha.n the advected componen't and hence 

the latter component does not show up. Figures 3.2, 3.3 

and 3.4 show the spatial profiles of tbe velocity at 

dif'ferent times for the cases H :: 1.0, 0 .. 1 and 0.01 

respoctively. In all these figures one sees that the 

velocity profile consists of both a downflow and an 

up:flow wi th a node at the centre tor t ~ 1.0. In the 

case of H • 1.0, the node disappears and we see downtlow 

at all ~ when t • 2.4,. This profile ohanges to one 

of almost uniform velocity at t = 3.40. Finally, at 

t = 4.8, we s~e upflow at all points. In the other two 

cases of H = 0.1 and H • O.Olt the phase of upflow at 

all i!- is not seen to be attained after a similar lapse 
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of time. This is entirely due to the predominence 

of the advected component of the response as mentioned 

earlier. One is, therefore, led to believe that if 

the external pressure perturbation is con£ined to the 

base regions of the tube and if the time period of the 

perturbation is small compared to the tube travel time, 

then unidirectional flows can be maintained for longer 

times. For the case of granulation, however, the 

vertical scale height of variation of velocity field 

is ~ 500 km and the time scale of variat ion T ~ )006. 

On the other hand, the tube travel time for a tube 500 km 

long is ~ 100~. Thus one would expect the response to 

be more like the case of H = 1.0 in figure ).1, i.e. 

the resulting longitudinal flow would be oscillatory 

rather than steady. The maximum magnitude of this 

velocity turns out to be ~ 0.01 in dimensionless units 

-1 which corresponds to ~ 100 me at a height where the 

sound speed is 
-1 

\:::s 10 lems • If the efficiency of conver-

sion from velocity to pressure fluctuation is increased 

one wou1d expect the magnitude of the longitUdinal 

velocity fluctuation to increase correspondingly. 

Let ua next consider the results for pressure 

fluctuations given by equation ().4,). The tiae behaviour 

is given in figures )., for various valtles of .A , "Where 
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Here the wave number ~ was kept constant at '" 

This corresponded to two antinodes of the pressure 

fluctuation at the ends of the tube. The frequenoy 

was then chosen as di:fferent multiples of k CT. A.s 
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can be seen in figure ).5, there is a distinct 'resonant' 

behaviour at ). = 1, i.e. CJ.) = R Cr • This confirms 

Robert's (1979) prediction of a resonance from a linear 

analysis. Unfortunately the calculations were not 

followed long enough in time to see whether the ampli-

tude sa.turates or continLles to build up until shocks are 

produced. 

The mean velocity in the 'non-resonant' cases shows 

a tendency to drift to negative values although the 

computa.tions are not extensive enough to confirm this. 

This tendency for drifting to negative velocities is 

also seen in the spatial vel.oci,ty profiles as given by 

figures 3.6 to 3.10. The only exception is figure ).7 

which corresponds to the 'resonant' case. The skewness 

of the profiles is also less for this case. 

The magnitude of longitudinal velocity for the 

resonant case is also interesting. The maximum value 

-1 reached ill ~ o. 1 which corresponds to ~ 1 kme when 

-1 sound speed is ~ 10 kAls • This is only a l.Qwer limit 

since the saturation val.a. was not reached in the' 
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calculationo Moreover, one does not know whether this 

value will be further increased consequent to an inc­

rease in the amplitude of the external pressure fluctua­

tion. 

On the whole, it seems that the resonance would 

lead to observable effects in real flux tubes on the 

sun. The flow would, however, be oscillatory with a 

time scale corresponding to the tube travel time. 

In summary, one sees that the maximum response to 

external pressure fluctuations of both standing and 

evanescent forms occurs when the tube travel time is 

of the order of time scale of the fluctuations and in 

either case this maximum response is oscillatory rather 

than steady. .tn relation to observations of the solar 

magnetic :flux tubes, this would mean that the observed 

systematic downflows are unlikely to be due to the 

external pressure fluctuations. 



4. NONLIN~AR DEVELUPMENT OF CONVECTIVE INSTABILITf 

~~TH~~ SLENDER FLUX TUB~S 

Ie Adiabatic Flow 

4.1 Convection in a magnetic £ield: 

The in£luence of magnetic fields on convection 
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and vice versa depends on several parameters, The 

destabilizing e£fects depend on the superadiabatic 

temperature gradient. Countering this are the stabili­

zing effects o£ the magnetic field and the vario~s 

dissipative processes arising from the thermal 

conductivity. viscosity and electrical resistivity 

of the fluid. ConseqQently vario~s dimensionless 

numbers exist in the literature which are ratios of 

some of these properties of the fluid. 

According to Cowling (197~~, it waa Walen (19~9) 

who £irst suggested that convective instability may be 

strongly affected by a magnetic field unless the di.en­

sions of the convective elements in the direction of 

the magnetic field are sufficiently large. Walen 

assumed the fluid to be ideally conducting and neglected 

other dissipative effects .s well. By equating the 

force produced by the &ending of field liDes into a 
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curve of' radius A t to the buoyaxlOY :force produced by 

heating or the 1iquid from below, he obtained the 

minimum Am below which convection cannot exist as 

Here .B is the fie1d strength, ? is the density o:f the 

I iquid, ex is the coeffic ien tot' volume expans ion" ,ra 

is the temperature gradient and g is the acceleration 

due to gravity. 1be onset o:f instability in a 

Boussinessq fluid with :finite thermal conductivity, 

electrical resis'tivity and viscosity has been studied 

in great detai1 (Thompson, 1951; Chandrasekhar, 1952, 

1961; Danielson, 1961; Weiss, 1964; Gibson, 1966). For 

a plane layer of depth d, the stabilising e:f:fect o:f a 

unit'orm magnetic field is represented by the dimension-

less Chandrasekhar number 

= 

where., is the electrical resistivity and -)l is the 

kinematic Viscosity.. The other dimensionless numbers 

which describe the configuration are the Rayleigh 

number It:::: 0( p fl cllf l)t» , where ::x.. is the thermo­

metric conductivity; the Pra.ndtl number ():: )) I x: 

and the magnet io Sohmidt number T .. V 11 • If 

, linear instability sets in as in ordinary 



Rayleigh-Benard convection when the Rayleigh n~mber 

exceeds a critical value R(e). This val~e o~ R(e) 

increases with ~ showing the stabilizing influence o~ 

the magnetic :field.. However, when X ') "1. the instabi­

lity can also set in as a growing oscillation which is 

4 

variously called overstability or OSCillatory convectiono 

For ~ sufficiently large the overstability can set in 

at a Hayleigh, nllmber R(o) which can 'be smaller than R(e). 

In the case of a compressible ~luid without dissi-

pation, a local condition ~or stability was obtained by 

Gough & Tayler (1966). The fluid is convectively stable 

if' 

J.t can be seen that strong magnetic fields can inhibit 

the onset of' convection, thOllgh such conditions do not 

commonly occur in stars (Tayler 1971) except in small 

scales like in sunspots. Some efforts have been made to 

combine the effects of compressibility and dissipation 

(Kato, 1966; Syrovatsky & Zhugzhda, 1968a.b; Antia, 1979). 

If' the Alf'ven speed is small compared with the sound 

speed. the slow magnetosonic oscillations become over-

stableJ if the Alf'ven speed is large, the fast magneto­

sonic mode can be destabilized (Cowlingt 1976b). 
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Considerable efforts have gone into the under­

standing of large amplitude evolution of the instabil.ity 

(see the review by Proctor & Weiss, 1982). Devel.opments 

in bifurcation theory have aided the description of 

£inite-amplitude behaviour in the neighbourhood of 

cri tical points of' the onset of instabilities. A f'ew 

cases 0:1:' suberitical convection have been discovered 

(Busse 197.5). Quas i-hydrodynarnical calculations us ing 

truncated model expansions (Knobloch €It al. 1981) as well. 

as numerical solution of the ful.l set of non-linear 

partial dif'ferential equations on a computer (Weiss, 

1981a,b,c) have revealed in.teJ:'esting behaviours like 

the f'ormation of structured magnetio fields.. Little 

is known about nonlinear compressible magnetooonvection 

when the Mach number beoomes :finite. For instllUlce, one 

dOes not know what limitl!S the fie1d strength in isolated 

flux tubes, especially when these are stratified by 

gravity. However, certain approximations have rendered 

tractable the problem of' the stability of thin tubes. 

An account o:f the current understanding of convective 

instability within slender magnetic flux tubes will be 

given in the following section. 

4.2 Review of linear ~alrs!s of' convective instability 

within ,lender flux tube,; 



In the preceding section we briefly reviewed the 

theoretica~ effort in understanding the onset of con­

vective instability in a fl~id permeated by a uniform 

magnetic fie~d and the evo~ution of this instability 

to a finite amplitude. In this conneotion, a class 

of solutions obtained by Weiss and his collaborators 

(Weiss 19&6; Galloway and Weiss, 1981) for an incompres­

sible fluid leads to a common feature of narrow intense 

magnetic structures. There also ocours a mutual 

exclusion of magnetic :fields an.d velocity fields. It 

is natural to ask the question whether such concentrated 

magnetostatic structures can result even in compressible 

fluids stratified by gravity anu heat transport. A 

direct way of answering this question would be to assume 

an equilibrium model for the structured field and then 

examine its stability. However. stability analysis of 

two dimensional structures is fraught with the impossi­

bi1ity of the separation of linear perturbations into 

their normal modes. It is here that the slender flux 

tube approxiMation, described in chapter ), becomes 

invaluable, by reducing the equations to those of a 

single dimension. As mentioned there, it was Roberts & 

Webb (1918) wao rigorously derived the basic eq~at1oa5 

in this approxi •• tion. Here we rewrite their eq~ili­

brium sol~tion for convenience of f~rther diso~ •• ioa. 



'( 

Such a solution can be constructed from any given 

arbi trary stratification of the pressure ~e Ce) , the 

density ?e. (.z:.) alld the temperature Te(';;) outside 

the tube al.ong with an arbitrary magnetic f'ield :B (i!:) • 
o 

The equations then become 

and 

:I. 
Pe (~J - -.:Bo / 81\" , 

Po (i!.) : d "D~ fec;!;) + _I _ ~ 
~ d..:;e g ~ 

To (~): p..~..:::-ro) ~o (~) I fo(::J:):J 

rR , , 
where the subscript 0 denotes the quantities within 

the tube, <R is the gas constant and P-( po') 7 0 ) is 

the mean mo1ecular weight. If one further assumes 

T\':) I \-"-lpO)To )= Te 1~(PeJ'lc)at all heights then one . 
obtains a simple relation between Po and' ::So viz. , 

(4.4) 

where po is independent of -= • With the further 

assumption that p-. constant, the linearised equations 

reduce to ( we..bb 81- 'Robel"rs ~ ICj78) , 

(4 • .5) 



where 

, 

~ ~ I VA (0) :::B o (0) 4-1Tfo (0), 

and V:: tr(%:)cxp-iCA)t is the amplitude of the velocity 

perturbation ~(~). This equation (4.,) together with 

one bounda.ry condition each at ii! == 0 and Ii!: == -d 

constitutes the standard form of the Sturm-Liouville 

boundary-value problem. For boundary conditions such 
"'" A I () 

that [~(r.) V *' V J :5 0, Webb and Robert. (1978) 
_J. 

obtain a sufficient condition for stability as 

(4.6) 

';"07 - d. <. Co SO. 

, 
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Ii'or the special case of Te:::,o , this reduces to 

o > I 
- 1\0 - (!-=1) J 

r 
which is the usual condition for convective stability 

in the absence of a magnetic field. For the case of' 

constant Bo in the tube.1equation (4.6) reduces to 

I - 1\ -o ( .r::..l) -' 
r 

throughout - d. ::; '%: L.. 0 ,., which is the same as the 

condition obtained by Gough & Tayler (1966) for an 

uniform laterally unbounded magnetic field. When the 

equilibrium stratification is in the form of a poly trope 

with r Pe. OC Pe and then it is 

possible to obtain the necessary and sufficient condi­

tion for stability as (Webb & Koberts, 1978) 

4- . ( Y-I + 1\0')( .:.( + .:;:-/\ 1.2. -r' ;t 
0 

+ 

This last result was for the 

there is a critical value of 

Co~ ) 

Y .t 
PI 

( I J J .:l +-, / o . (4.7) 

~ 1\0 

"" boundary conditions V.: 0 

( '/~ 
For - ( r;:') I\D > -3 + (.;1) 

"'f" ~"( 
.!l / :I.. Co V A given by 

(4.8) 
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below which the solution is stable. Thus, a sufficiently 

strong field can render the tube stable. On the other 

1\ I '/2-
hand, if 0 < - ; -+ ($.) then the tube cannot be 

stabilized by any finite value of the magnetic field, 

however large. 

For a different boundary condition at the bottom 

'" of the tube viz., V = 0 at ~ = -d, Webb & Roberts find 

that with a given value of Po and 1\ ( , there exists a 
o 

cri tical depth d. '* ' such that for d. < d. *' the perturbatioJll. 

is always stable. They finally suggest that a photos­

pheric flux tube of moderate field strength (a few 

hundred gauss) is convectively unstable. The result of 

this instability is either the dissolution of the tube 

with the field being dispersed; or an inorease in the 

field strength until a stable equilibrium is once again 

possible. They also suggested that the instability would 

generate a downflow though not necessarily a steady one. 

Spruit & Zweibel (1979) assumed a realistic stratifioa-

tion of the medium surrounding the tube based on the 

convection zone model of Spruit (1977) with To I rt(fo;T .. )= 

• In this case, we have seen that 

the ratio p~ of the gas pressure to magnetic pressure 

is independent of height. Their treatment includes the 

effect of ionization on the thermodynamics of the gas. 

The linearised equations used were the same as ia 
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Webb & Roberts (1978). However, the coefficients of the 

final second order differential equation for the 

velocity perturbation in this case depend on the variable 

thermodynamic properties of the gas. Thus this equation 

becomes 

+ 

where 

and 

d.. "'V ..L a. ( I +4 E.) 

:J.. d..=t. 

. 
j 

Spruit & Zweibel (1979) solved the equation (4.9) 

numerically subject to the boundary condition 

, 

at depths ~o and ., • This is an eigenvalue 

(4.10) 
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.:!.. 
problem for w Since no dissipative processes were 

included, 
.:L 

tV was real .. For instability"", c..0::: i..'"1 where 

"'1 is the growth rate. That value of' '1.. for which 

"'1.:::. a then represents the state of marginal stability_ 

They i'ound that the tube is unstable for /db) 1.83 

with the corresponding eigen mode having no nodes in 

the middle oi' the tube. When 2: I was changed from 

5000 km to 19.5000 km, the marginal value of [3-0 

corresponding to the fundamental mode changed to 1.51 

showing that the deeper layers of' the convection :.tone 

contribute very little to the instability_ 'l'hese values 

of Pi) correspond to a magnetio field B ~ 1000 G. 'ThulS 

this detailed study oonfirme the earlier 'Work of Webb &, 

Roberts (1978) that convective instability sets a limit 

on the minimum field strength for a stable tube. 

However, these results of Spruit & Zweibel (1979) differ 

from those of Unno & Ando (1979) who find only one 

unstable mode with marginal stability at f?;o :1111 0.026. 

Spruit &, Zweibel (1979) attribute this difference to 

Unno &, Andols inappropriate ohoioe of boundary condition 

at the top. Spruit (1979) oalculated the new equili-

brium states corresponding to initially unstable states 

for di:f'ferent values of the initial 130" The final 

states showed maximum collapse in the region of maximum 

superadiabaticity, thus confirming the role of conveotive 

instability in the oollapse. 
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There are several questions to be answered before 

one fully unde~stands the process of convective collapse. 

The first question is whether the magnetic field does 

inhibit convective instability when nonlinearities are 

taken into account.. The second is whether the :f'ina1 

state of the unstable tube depends crucially on the 

direction of the initial perturbing flow. A third 

question is about the dynamical status of the final state. 

These questions can be answered only by studying the time 

dependent evolution of the instability to large ampli­

tudes from an initial unstable state. Hasan (1982) 

performed such a calculation for a tube with an initial 

equilibrium similar to the zero order state assumed by 

Sprult & :lweibel (1979). He found that the tubes evolved 

to a f Lna1 steady hydrodynamical state. Moreover 11 these 

final states were all independent of the lni tisJ. state 

and the instability occurred no matter ho'tN large the 

initial magnetic field was. This result would imply 

very large fields for the collapsed tubes, as also 

extremely high floW velocities for the gas within the 

tubes. Such large velooities are not observed and it is 

unlikely that such high fields exist either. In this 

chapter we present results of similar time dependent 

nonlinear calculations (Venkatakrishnan, 1983), however, 

with an initial polytropic strati£ioation. This 



stratification strictly satisfies the equations of 

motion, continuity and energy. lbus any flow resulting 

:from these calculations can be unambiguously attributed 

to convective instability.. A limitation of our ealcula-

tions is the assumption of a short length (= 1 pressure 

scale height) for the tube. However, as seen in Spruit 

& Zweibel (1979), it is only a very short h.eight rcltlge 

in the convection zo:ue that contributes to the instabi-

lity. Thus the secular 'behaviour of 'short' tubes call 

be expected to be not much different from that of longer 

tubes with realistic stratification. Moreover the 

slender flux tube approximation is likely to fail in 

the solar convection zone for lengths larger than the 

height of a convective eddy. This can be seen by 

visualising the 3-D juxtaposition of different eddies. 

If field lines are concentrated at tbe junctlons of' 

converging flows and dispersed at oentres of the convect-

ive cells, then the area of cross-section of a tube 

would increase abruptly between different layers of 

the eddies. 

4.3 Initial and boundary conditions for the nonlinear 

ca1.c ulat ions: , 

The derivation of the nonlinear equations for a 

slender :flux tube by Roberts & Webb (1978) was given in 
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chapter 3. The characteristic f'orm of' those equations 

was also derived there. We now describe the initial 

and boundary conditions used in the numerical integra-

tion of the resulting characteristic equations for the 

present Case of convective instability. It is conveni-

ent to work with dimensionless quantities. For the 

calculations presented in this chapter, we chose the 

unit of' length as the pressure scale height at the 

bottom of the tube. The unit of velocity was chosen 

as the isothermal sound speed at the bottom. This fixed 

the unit of' time as the ratio of these two quantities. 

The temperature, pressure and density were measured in 

units of the teillperature, pressure and density at the 

bottom of' the tUbe. The unit of' magnetic f'ield was 

chosen such that the corresponding magnetic pressure 

equalled the gas pressure at the base of the tube. ]i'or 

a depth of ~ 200 km below the photosphere in Spruit's 

(1977) model, these wnits become ~ JOO km for length, 

-1 4 
~ 9 kms for velOCity, ~ JOs for time,~10 K for 

.5 -.2 tempera.tll.re, :5 x 10 dynes cm for pressure and triJ 

Jty5x 10-7 g cm-J for density respectively. The depth 

of' t;::( 200 kin corresponds to the place where it is also 

approximately equal to the pressure scale height. 

We chose the configuration of the tube at t = 0, 

to be polytropic with equal temperatures iaside and 
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outside the tube. In this case it is known that the 

magnetic field also varies with a scale height that is 

twice that of the pressure scale height. The ratio .of 

the gas pressure to the magnetic pressure is thus a 

constant denoted by Po. In terms of the units mentioned 

above, the initial values of temperature Ta' , density,Po ' 

pressure Po and magnetic field .Eo are given 'by 

To :::: r-I -t , -" 
I r 

fD = T i'=, 
0 

po f"' 
= I'~ , 

1/2-

.:Bo = ( Po I taD ) , 
where r is the value of polytropic index. As wall 

mentioned in chapter 2, the boundary conditions exert 

significant influence On the flow especially for large 

times. The choice of boundary conditions in the calcu-

lations of' this chapter was dictated partly by consi-

derat ions of ease in ].)rogramrn ing and partly by relevance 

to physical situations. For instance, a boundary 

condltion like constancy of mas. flux (. ?if/B) and the 

condition of compatibility with the interior solution 

together lead to the solution of a quadratic equation 

in one variable given the other two variables. This 

would in general neoessitate a ohoice of the proper 

root lending a certain amount of ambiguity to the global 

solution. In the present study we chese two alternative 



sets of boundary conditions at the top and base of the 

tube. In one set, call.ed "closed-closed" boundary 

conditions, the Eulerian pressure was kept invariant 
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in time at both ends of the tube. In the other set the 

Eulerian pressure was constant at the base while the 

Lagrnngian pressure was maintained constant at the top. 

This latter set was called "closed-open ll boundary 

conditions. 

:In the case of 'I closed-closed" bOllndary condi tiona, 

the horizontal pressure balance implied that tbe local 

field intensity was constant in time. In the slender 

tube approximation, this meant that the flux tube was 

constrained to maintain a time-independent area of 

cross-section at both ends. Such a constraint could 
tb~ 

perhaps be valid attbase of the tube if the external 

flows are strong enough to maintain a oonstant radius 

for the tube. Furthermore, the calculations of Spruit 

(1979) show negligible ohange in field strength at 

deeper layers after the collapse. However, it is 

difficult to imagine a similar confinement at the top 

of vertical tubes. For a tube that bends back to the 

photosphere at low heights, the rigidity of the tube 

as well as the pressure of the ambient atmosphere will 

tend to prevent changes in its cross section at its top_ 

Thus, the "closed-olosed" bOlUldary cGndition eoud 'be 



considered as simulating conditions within such bent 

tUbes .. 

68 

The boundary condition at the apex of the tube for 

"closed-open" set is equivalent to covering the mouth 

of' the tube with a movabl.e piston on which is pl.aced a 

constant weight. Such a condition implies that gas 

moves up and down without l.eaking out horizontally from 

the top of the tube. It is hoped that this boundary 

condition simul.ates the condition in vertical "open" 

flux tubes on the sol.ar surface. As mentioned in 

chapter 3, the time dependent equations (3.18) through 

(3.20) were integrated in time using a backward marching 

scheme by the method of characteristics. In the present 

calculation external pressure is constant in time and 

therefore, 0(-= (C':/A~)(\rd..p~Jd;t) in equations (3.18) 

and (3.19) respectively. Since the scheme is essen­

tiall.y an explicit one, the time step was chosen to be 

small. enough to satisfy the Courant-Friedrichs-Lewy 

stability criterion. The spatial step length was chosen 

to be 0.02 times the total. ~ength of the tube (assumed 

to be of unit ~ength) which is supposed to yie~d a 

nil.merica~ accuracy of ~ 0.04". One particu~ar ease 

was recalculated with step sizes of 0.01 and 0.005 

respectively_ The solutions at l.arge times differed 

only by 10~ and 15% respectivel.y from the so~ution for 
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step size = Oo02~ Hence all further calculations were 

performed with the same step size of' 0.02. 

4.4 Results of the nonlinear calculations: 

The various parameters of the calculations are the 

superadiabaticity 6 p the ratio of gas pressure to 

magnetic pressure (30' the length of tue tube, the 

magnitude and direction of the initial perturbing flow 

and the two sets of bouno.ary conditions. Our calcula-

tions largely concentrated on the effect of different 

values of P. ,0 A few calculations were performed for 

different values of --( keeping r and 130 fixed. The 

effect of the direction of the perturbing flow was 

also studied, as well as the ef.:fect of' boundary condi-

tions. For the purpose of understanding the evolution 

of the instability, the time profiles of the various 

fluid dynamical variables are of interest. The spatial 

profile must alsO be constantly monitored to check on 

the validity of the slender flux tube (SE'T) approxima-

tion. If Ko is the observed radius of the collapsed 

tube and :B 0 is the observed field strength, then :flux 

conservation implies that the initial radius at t = 0 

be given by 

'/~ 
= "Ro (:So (:Be) 
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Here Be is the equipartition field which is taken as 

the ini tial field before collapse.. For Be. r::J 700 6- t 

1400 1:7, R'() ~ 100 km, the initial radius "R. is 
(. 

~ 170 km at the top of the tube. The scale length of' 

variation of the tube radius is 4 times the pressure 

scale height for the initial equilibrium. 

tempera ture at the base of the tube is 1::1 

If the 

4 
10 K and 

if r = J then the pressure scale height at the top is 

r;:l. 100 km and hence the scale length of variati<!m of 

the tube radius is ~ 400 km. Thus, at t = 0, the Sli'T 

approximation is satisfa.ctory at the top and quite good 

at greater depths. However, for t ? 0, the behaviour 

subsequent to the development of large curvatures in the 

field lines should be accepted only after verifying the 

val idi ty of the SFT approximation. 

W'e no .. present the resul ts of our calculat ions. 

First we will briefly describe some general features of 

the behaviour of' velocity and magnetic fields in the 

tube. W'e see that the variation of f'low v810city and 

magnetic field are re1ated. The field attains a maximum 

value when the magnitude of' the velocity attains a 

maximum. Hence, a description of the time prof'ile of 

either quantity serves to describe that of' the other. 

In general the development of the instability occurs in 

two stages. Initial1y the f10w velocity increases 
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approximately linearly with time. When it attains a 

value e-times that of the initial perturbation, there 

is a rapid change 01' slope in the veloc i ty versus time 

diagram. We shall call the initial slow rise of 

velocity as the linear phase and the subsequent fast 

increase as the nonlinear phase. Let us nOw look into 

the linear phase. 

Figure 4.1 shows the variation of veloCity with 

time at ~ = 0.5880. The different curves are for 

different values of ~o and common values of r = 3.0 

and i'= 1.95. The boundary conditions are "closed-closed" 

boundary concii tiona. ]'or brevi'ty we call such tubes as 

closed tubes. 'I'he growth to the e-folded veloe i ty is 

generally oscillatory with a period of one tube travel 

time, which is the time taken by tube waves to travel 

over the length of the tube. It is seen that these 

oscillations are more prominent far smaller values 

of f:J 0 and are more or less absent for larger values 

of /30. These oscillations arise purely because of the 

ini tial perturbations at t :III o. Since we neglect 

visoosity and heat exchange, one would expect the 

oscillations to be undamped for all t ) 0, unless the 

mean state ch~lges so fast that it swamps the oscilla­

tions. Another interesting trend seen in figure 4.1 

is that the time of onset of the nonlinear phase increases 
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with decrease of 130. This is due to the stabilizing 

influence of the magnetic field, 

This stabilizing influence of the magnetic field 

can be seen more clearly in figure 4.2. Here, the 

time L." of the onset of nonl inear behaviour is plotted 

against f3 o • The curve changes slope and bends towards 

1 arger values of' T for smaller values of Po. Thus T 

approaches infinity as f:Jf) approaches a finite value. 

From a practical view point one can then assume that 

tubes with smaller values of j3 0 are stable. The solid 

curve of figure 4.2 represents the values of 't" for 

r = 3 and ,r = 1.95. A few caloulations were also made 

for different values of .y. Su.ch points are represented 

by :filled circles. It is elearly seen that tubes with 
r-.. 

smaller values of -( show greater in stability, as 
v 

expected. 

Figures 4.3 and 4.4 show the evolution of velocity 

and magnetic field respeotively in the nonlinear phase. 

The initial development in the nonlinear phase consists 

of a rapid increase of downflow and magnetic field 

followed by a less rapid ohange. The nonlinear phase 

could not be caloulated tor the oase fto c 7.5 and 

fio = 10.0. In these eases, transient pressure enhance­

ments occurred at the base of tube at early stages of' 

the evolution. These made the gas pressure inside the 
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tube locally exceed the external gas pressure invalida­

ting the SJtT approximation.. In reality such a pressure 

enhancement will be contained either by the tension 

forces set up by the local dilatation of' the tube, or 

by the damping of' the pressure enhancement due to 

acoustic radiation from the tube. For smaller values of 

130 e.g. Po :::.: 6.0, 5.0 and 4.0 no steady state was seen 

even after several tens of time units. This, however, 

does not rule out the possibility of a steady state at 

a very large time.. To confirm the destabilization by 

superadiabilicitYt we next used a Ilulaller va,lue of .y 

Figures 4.5 and 4.6 show the time bebaviour of velooity 

and magnetio field for --( :=:: 1.5 and 1'0 == 4.0.. As compared 

with the behaviour :for T == 1.95 (wi'th Po := 4.0) the 

motions are more. violent atld the on5et at' nonl inear phase 

occurs earlier. 

To study the role of' the direction of' initial 

perturbation we calculated the evolution of' rul initial 

updraf't for Po := 6.0 and two values of -( (1.5 aud 1.95) 

Figure 4.7 shows the linear regime while figure 4.8 

shows the nonlinear behaviour. The onset of' nonlinear 

phase occurs earlier f'or smaller value of' T showing the 

increased iustability f'or larger superadiabilioity. The 

nonlinear phase, as shown in figure 4.8, is interesting 

in that a steady hydrodynamio state with large up:flows 
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and no dispersal of the field is seen in both cases. 

We now go on to the case of the "closed-open" 

boundary conditions. Figure 4.9 shows the time 
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dependence of flow velocity for Po = 2.0 and r = 1.95. 

Here we see an interesting manifestation of overstabi­

lity. The violet phase does not set in even after 40 

time units. We see no significant change of phase in 

the oscillations at different values of~. Hence, 

these seem to be standing oscillations with a greater 

amplitude of the oscillation at r = 0.5880 then at 

z = 0.2880. 

When a larger value of /30 was chosen (,Po= 4.0), 

the resulting velocities were smaller than in the 

corresponding case of "closed-closed- boundary condition. 

Figure 4.10 shows the linear phase. In figure 4.11 

which depicts the nonlinear phase we see the saturation 

of flow and field to steady values. There is amplifi-

cation of the field with greater enhancements at larger 

heights. 

Figures 4.12 and 4.13 show the result of starting 

with an initial updraft for foo = 6.0. We see that 

instead of any monotonio inorease, there are time 

dependant fluctuations. The apdraft turns into a 

downflow, then reverts to an apf'low of larger amplitude 
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than the initial pert~bation. ~t then reverses sign 

and goes over once again as a downflow. We have noted 

in our computer outputs that during this excursion into 

the domain of negative velocities, the gas pressure at 

the top of the tube decreases until it vanishes. This 

is purely a numerical artifact caused by the boundary 

condition at the top of the tube. A similar behaviour 

is seen when an initial dow.nflow is introduced at t = 00 

in this case, however, (not shown in figure) the down­

flow reverses sign into an upflow ~ld then becomes a 

downflow once again. For this reason, numerical break­

down (i.e. vanishing of pressure at the top) occurs at 

an earlier epoch than for the, case wtth the initial 

updraft. 

4.5 Discussion of the results, 

These calCUlations were not fully comprehensive 

on two counts. ~irst each case vas followed for only 

limited lengths of time. Secondly a finely spaced grid 

of ~~ was'not explored. Inspite of these two limitations, 

one can draw some general conclusions regarding the 

development of convective instability within slender 

flux tubes. 

Two quantities influence the oourse of the insta­

bility. One is the initial value of magnetio field 
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represented by j3 0 • 

conditions .. 

The other is the set of boundary 

Let us first discuss the case of "closed-open" 

boundary conditions. We see a range o:f behaviour, like 

overstabi1ity at Po = 2.0, the evolution to a. steady 

flow at flo = 4.0 and a large amplitude unsteady behaviour 

at foQ = 6.0. This shows that the magnetic field exerts 

considerable stabilizing influence on the convective 

instability. A little more of discussion of the over-

stability at Po = 2.0 is in order. Linear theory 

generally does not provide :for rulY overstability in the 

absence of diss ipation.. An e.xception to this rule is 

the effect of rotation on convection in a slowly rotat­

ing star (LedOUX and Walraven 1958). There one obtains 

oscillatory convection with frequencies of the order 

of the ro"tational frequency and growth rates correspond­

ing to convective growth rates. An explarlation to the 

present overstability· perhaps lies in the nonlinear 

terms. These nonlinear terms might not be very large 

because of the strong stabilizing influence of the 

magnetic field. However, they could lead to secular 

behaviour on time scales larger than the dynamical time 

scale. Hence, we conjecture that these secular terms 

feed energy into the oscillations leading to over-

stability. 
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The boundary condition o:f constant Lagrangian 

pressure at the top allows :for the sharing o:f a portion 

of the kinetic energy of axial flow wU:~ E.'rtNJ'fd":l 01 dilata­

tion of the tube. ~uch a sharing of energy is prohibited 

:for the tube with constant Eulerian pressure at the top .. 

Thus one might expect less violent behaviour for tubes 

with "closed-open" boundary condition because of the 

damping o:f the axial :flow by additional oscillations of 

the tube's radius than £orthose with "closed-closed" 

boundary conditions. We do see smaller axial velocities 

for lIopen" tubes in our calculations. In the case or 

130 == 4.0 for ex.ample, the "open'l tube attains a steady 

state, while the tlclosed" tube has already moved into 

the regime of large-amplitude unsteady behaviour. 

An interesting feature is the response to an 

initial upflow. 'Whereas the flow reverses sign in the 

open tube it monotonically increases to a steady value 

in the case of a closed tube. This indicates the 

greater instability of the closed tube. The :fact that 

for po == 6 .. 0 in a closed tube, an up:fl(l)w attains steady 

value while downflo~ leads to an unsteady behaviour, 

suggests that upflows are less destabilizing than down­

flows. There is no reason to expect this on the basis 

o:f linear theory and hence seems to be an essential 

result of' nonlinearity. A second point is the absence 



of dispersal of the tube following an upflow. This 

could perhaps be due to the fact that the boundary 

conditions do not prevent mass flux at either end of 
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the tube.. Thus ally downflow does not lead to an evacua­

tion of the tube, while an updraft does not inundate 

the tube. Hence, the question of dispersal of tube 

does not arise in the case of an upflow with continuing 

mass flux. 

In summary, one sees that the magnetic field and 

boundary conditions determine the various kinds of 

instability. The stronger fields prevent direct insta­

bility but overstability sets in at some fto" For 

smaller fields the instability evolves into a steady 

state, while for still smaller fields t unsteady states 

are seen at later times. 

The flow velocities whioh arise as a result of the 

instability are quite significant. If these velocities 

really exist in the thin solar magnetio flux tubes then 

they would cause ~l immense drain of the photospherio 

material into the sun. However, radiative leak into 

the tubes might not be insignifioant at the top of the 

cORvection zone. Such radiative exohange of heat with 

the surroundings m.ay help in redl10ing the flow velocity. 

In the next chapter we study the problem of heat leak 

in 80me detail. 



5 • .NONLJ.NbAI.'( DBVltLOFMbiNT uF CONVBCTIV.k!.i IN.:3'1'ABlLITY 

~J.THJ.N ,sL.£!;},j1)!!;k MAG1I.JETIC FLUX TUBES 

1.1.. The effect of radiative heat transport 

5. 1 l!;:f1~ect of' thermal. dissipation on convective 

instability in a laterally ~nbo~nded vertical 

magnetic fiel.d. 
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Th.e f'amous Schwarzschil.d criterion for convective 

instabil.ity is based on the f'act that the dynamical. 

timescale is much smaller than the time scale of' 

tllermal relaxation. A convective bub'ble rises 

buoyantly on the dynamical time scale and hence its 

heat exchange with the surroundings is generally 

negligible. T'heref'ore, it expands adiabatically.. If' 

the amb ient fluid has a temperat~re gradiel'lt which is 

greater than the adiabatic gradient, the densi.ty inside 

the ri8ing bubble continues to be smaller than the 

surroundings. This leads to a runaway process viz.. the 

convective instability. The thermal diffusion time­

scale is proportional to the square of' the eddy l.ength 

whereas the dynrunical timescale is determined by the 

Brunt-Vaisala frequency which is independent of' the 

eddy size. One can, therefore, imagine the existence 

of a critical eddy size below which convective insta­

bility will not exist for a given value of' thermal 

diff'usivity. 



The presence of a vertica~ magnetic field has a 

stabilizing influence on a stratified medium. The 

early investigations of magneto-convection with heat 

diffusion did not take compressibility into account. 

(e.g. Chandrashekar 1961). Instead, the effects of 

Viscosity and electrica~ resistivity were included. 
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:.r.t was seen that whenever the resistivity 7l, was greater 

than the heat diffusivity X t convective instabi~ity 

sets in as a monotonically growing instability at a 

critical value of the Hayleigh number R(e). This value 

of H(e) increased with increasing Chandrasekhar number 

Q, thereby demonstrating the stabilizing influence of 

the Illagnetic fiel.d. In stel~ar interiors the radiative 

heat dU'fusivity is generally much ~arger than the 

e~ectrical resistivity of the f~uid. In such a situa­

tion, Chandrasekhar (1961) proved.that for a visoous 

.l:\oussinesq fluid permeated by a suf:f'icient~y weak 

vertica~ magnetic field, overstability would set in at 

a Rayleigh number R(o) whioh is less than a(e), the 

oritical Hayleigh numb~r for onset of the overturning 

convection. 

Kato (196~) gave a mathematical treatment of 

convective instability in the presence of a magnetic 

field in a thermally oonduoting inviscid, fluid of 

zero electrioal resistivity. The main ~rust of his 
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work was to demonstrate the effect of compressibility. 

A compre~sible fluid can support more modes of waves 

than a Houssinesq fluid. The pure wave modes possible 

in a uniform compressible magneto-fluid are the Alfven 

mode, the fast mode and the slow mode. For a super-

adiabatically stratified flUid, the Alfven mode and 

fast mode are not affected by the 5uperadiabatic 

temperature gradient, but the slow mode is considerably 

mOdified. Kato (1966) calls the modified mode as the 

cOl1vective-slow mode which is oscillatory when the 

magnetic restoring force is stronger than the destabi-

1 izing buoyancy force and which tUrns into a non-osc illa-

tory convective mode for small values of the magnetic 

field. In the case of an inviscid Boussinesq fluid, any 

adverse temperature gradient was shown to lead to 

overstability irrespeotive of the value of the magnetic 

field. ihen compressibility is included, a regime of 

damped osc illations exists for Q > Q( d) where Q( d) depends 

on the Rayleigh number. Thus for sufficiently weak 

magnetic fields in the absence of finite eleotrioal 

resistivity or fluid visoosity, the instability always 

sets in as an overstability. The effect of compressi-

bility was to admit the possibility of the damping of 

these osoillations at suf'.ficie.lltly large values of the 

magnetic .field. 
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The above analys is of' .liato was a local analys is 

which did not take into account the ef'fect of' boundary 

c ondi t ions.. The classificat ion and behaviour of the 

linear mod~s of' a polytropic fluid with vertical 

magnetic field and imposed boundary conditions have 

been explored in detail by Antia and Chitre (1979). 

With increasing magnetic field they find that the 

convective-slow modes tend to be stabilized. For 

higher values of thermal dif'fusivity, the fast modes are 

destabilized and their growth rates are seen to increase 

wi th magnetic field.. Thus for low magnet ic :field the 

slow modes would dominate over the :fast mode while at 

moderate values of' the magnetic :field, the fast modes 

would begin to dominate. The growth rate o:f both the 

series of' modes showed a maximum with respect to the 

horizontal wave number, which gave a preferred 

horizontal length scale for overstab1e modes. 

The investigations described so far were based on 

linear theory. Moore & Spiegel (1966) have presented 

resul ts :for a nonlinear oscillator which is jointJ.y 

operated by a destabilizing force and a restoring 

force and which loses heat in accordance with Newtonls 

law of cooling. The main parameters of the oscillator 

were R, the square of the ratio of the heat loss time­

scale to the timescale defined by the destabilizing 
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~orce and T, which is the square of the ratio of heat 

loss timescale to the timescale defined by the restor­

ing force. Helaxation oscillations were analytically 

demonstrated for weak restoring forces and small heat 

loss. Moore and Spiegel also explored numerically 

several regimes in R-T space and a wide variety of 

behaviour 'Was shown. They concluded that even a single 

destabilizing mechanism would lead to a variety of 

phenomena in the nonlinear domain.. However. their 

resul ts afford only a general picture of the various 

possibilities and specific cases will have to be treated 

in greater detail. The effect of lateral boundaries 

would be the next logical factor to consider especially 

because of the structured nature of solar magnetic 

fields. 'l'he investigations of the effect of lateral 

boundaries will be reviewed in the next section. 

5.2 Thermal effects in laterally bounded magnetic 

fields# 

The presence of lateral boundaries has important 

thermodynamical consequences especially for magnetic 

flux tubes in the solar convection zone. The strong 

magnetic fields of the tubes inhibit overturning 

convection and thereby reduce the efficiency of 

convective transport of heat along the tube axis. 
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The hieh electrical conductivity of the fluid precludes 

exchange o:f gas with the surroundings preventing also 

the lateral heat transport by convection. Therefore, 

the only process by which the tube exchanges heat with 

its surroundings is by radiation. In particular, tubes 

of' small rtAdius are significantly in:fluenced by lateral 

heat exchange as demonstrated in the flux tube models 

of Spruit (1977). Ii'rom an observational point of view 

th~ mOot important ef'fect of the lateral heat exchange 

in these models is the aog'le dependent radiation emana­

ting from the tube. opruit used this :featul."e to make 

certain predictions for the centre to limb variation 

0:(' the continuum contrast. ]'rom comparison with obser­

vations he could also estimate the magnetio f'ield and 

size distribution of the tubes. 

~f we sacrifice the details resulting from the 

finite tube thickness, we can make progress in estimat­

ing the e.f.fects of thermal dissipation on the stability 

of magnetic structures by using the slender flux tube 

ayproximation. Webb & aoberts (1980) studied the 

effect of thermal dissipation on tube wave propagation. 

In the limit of both large dissipation (isothermal limit) 

and small dissipation (adiabatic limit) these authors 

showed that the waves are tempor~ily damped. For waves 

of given frequency it was shown that evanesoent waves 
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become propagating in the presence of thermal dissipa-

t ion. Similarly progress i ve waves are spatially 

damped when heat exchange is considered. These conclu-

sions wel.'e obtained assuming optically thin disturbances. 

~n the next section we formulate the energy equation 

for an optically thick slender flux tube exchanging 

heat wi th the surroundings. 

5.3 The energy equation for an optically thick 

slender f'lux tube exchanging heat with its 

surroundings: 

The complete energy equation for a slender flll.x 

tube is (Roberts & Webb, 1978), 

:::::. \/. F 

.If heat transport is by radiation, we have in the 

opt ic ally thick case, 

F ::. k 'V'T , 

is the radiative conductivity 

with){ as the opacity per unit gram and () as the 

S te:fan_Bol tzmann constant. Such a "diffus ion" a:pproxi-

mation may not be strictly valid for very thin tubes 
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at the photosphere (Unno & }{ ibes ~ 1979) but lrJe will 

assume in what f'ollows that the tube has sufl'icie:nt 

opt ical thickness. In the computc:iltions reported 1:n 

the earlier chapters, we have neglected the radial 

dependence of the dynamical variables in the slender 

f'lux tube appro:x:imat ion. Such an oroiss ion is not 

correct when radial heat transport is to be studied. 

~n section 502, we saw that radial heat transport is 

indeed i.mport"mt. .It would also exert a significant 

inf'luence on the convective instability of thin tubes 

in particular. For example, a downf'low initiated by 

convective instability tends to cool the tube. This 

would be offset by heat entering the tube from outside. 

This heating would inhibit the further sinking of the 

displaced gas and thereby inhibit the down:flow. In 

order to un.derstand such effects in a more quantitative 

way let us assume the following profile f'or the radial 

temperature distribution, viz., 

.1-
T ~ T (=~) + T ("f::) (,) t- T!t ('~) (1:.) +' • #' ) 

o I 1\ 1\ 

where " is the scale length of the longitudinal 

variation of the tube radius6 After substituting 

equation (5-3) in (5.2) with 

F ::. K(§.. ,0) a ) T("'('>t) 
a r oil: 

(5. 4 ) 
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and multiplying the resulting equation by (-rj /\), we 

have? upto first order in ,..-/ A : . 

KT, + (T'")[{(T.)~+(dTo)~J(!i -t (jp§)k 
A ~ A A (};e: aT 2IT o~ 

+ K (ltT:l + Q.~To) - _1.. (a -t v-a )J.. 
A~ d:e.'t Ir-I) a t OJ! r 

Equ~ting the coefficients of' eaoh power of.::r to zero, 

we have 

and 
:.t ;,'.l 

{ ( T,) +- (Q To) J (g + ~p a ) K 
A a:i! aT aroF 

+ K ( 4- T;t 1- g:J. To ) - ..J.. (ii + v.il ) P 
I\~ al:~ (Y-d at C}i! 

+ (.1: ) (f) (.Q + v- Q ) P - o. 
y-I r (}t o~ 

The equation (5.6a) yields 

T, :: 0 • 
(5. 60 ) 



Substituting equation (5.6c) in (5.6b) gives 

( £ To ) ~ (Q + 0) Q ) K + (4-~ + 0'-1; ) k 
a~ aT aTop i\~ o~:t 

Finally by setting T = Ti at Y = 0 we obtain To = Ti 

and by satt ing T = 're at "(' = ""0 we have 

::t. / ~ T..t ':: (T e. - T i.) /\ ""0' 

where T is the radius of the tube. Substituting 
o 

equation (5.6e) in (5.6d) we have the final energy 

equa.tion: 
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(5.6e) 

Ln what follows, we study the effect of heat transport 

given by equation (5.7) on the insta.bi~ity of a 

slender flux tube. 

First, in section 5.4 we will study the linear 

convective instability in the presence of the first 
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term of the H.H.S of equation (5.7). In section 

5.5.1 we will study the nonlinear development of 

convective instability with only the first term of 

the h..H.S o:f equation (5.7) and using equations (3.18) 

and (3 .. 19) with 0<. = (Cr:l I A~) ( \1 dpeld-f.). The 

influence of the second term in the R.H.S of equation 

(507) will be included in section 5.5.2 while all the 

terms would be jointly considered in section 5.5.3. 

5.4 Effect of lateral heat transport on linear 

convective instabllity in slender map;netic 

flux tubes: 

The 1inearised form of the nonadiabatic slender 

flux tUbe equations are 

(5.8) 

(OPI - 1. of.) + ", (dpo - ~ g fa) 
lr I: f 0 a f: d1: F'l> d~ 

~ (r-l){k(O~~,- t:..a,)+(~To):L(~ ~, -1- 'Ok 8,)J ' 
a ~" ~" d li!' a 10 d T 

(5.11) 

and 
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where 
I jl 

f::>. ) 8 I and 13 I are the perturbat ions o:f the 

zero order quantities viz. density P'O ' pressure po ' 
temperature Ttl and magnet ic f'ield respectively. 

In the presence of' lateral heat transport alone, the 

equation is 

': - 4 ( r- I) k e 1/ To.a. • 

K ::: f-o Cv 'X. ..) 

where X is the radiative dif'fusivity and assume that :x 

is constant.. Then the f'inal energy equation is 

( Q -j 
Db-

1.) PI -Cr-h)( Q +..! )f, 
70 (} t "¥' l 

+ \1, (eiro .. ~~ ~fo) OJ 
(5.14) 

::::. 

cLt r 1'> eli! 

whex'e 

We choose the perturbations to be of' the form 

q 

Substituting this form of the perturbation in equations 
A 1\ 

(5.8), (5-9) and (5.14) and eliminating f, and :s~ 



betw8en the resulting equations we have 

1'\ 

- Jr. l ~fo + (J + I r) p., 
y g ~ cr + \ /-(' l 

and 
A 

( , __ !-~J_!) FJ 
+ ,/1: 

where 

b::: (r-y)/r'Y. 

Trans:forming to a variable ;:;J(. given by 

We have 

and 

where 

.1. -
~. 

- olt //\.1 

A 1\ 

::. ~ (f~ ~) + f I P, 

. 
) 

"1 ::: ~-r I I T_ j 
TtJ -t I IT 

18 

(5.16) 

(5.18) 

• 
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Eliminating P, from equations (5.17) Cl;nd ,(5.18) we 

have 

A f'urther transformation 

yields 

.A 

'j = (Fo V, ) e.x. p ( tt.:!. 'l) i!: 
::l. 

(5.20) 

:Lf' we impose a boundary condition of' vanishing y at 

two po in ts t.X.= 0 and x.~.:x:. , then solutions of' equation 
I 

(5.20) must be of the form 

is the "wave number". 

SUbstitution of' equation (5.21) in equation (5.20) 

gives the f'ollowing "local dispersion relation" 

+ f. flo : 0 .. 



We rewrite this equation in dimensionless form in 

terms o:f 

The dispersion relation now reads as 

.:t "",:}, + G ( a" c:r +- b ~ );: 0 ) 

where 
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a.. If ;" It ( I + Y po /:J ) / r j b tr: 4 k ,. 7- A ':. It- (I + Y /0 l:t) 6 J -r; 

a.. j :: 4(r.:tJ + Po)/-rj 63 = [SAJ-A-'t-(I.J.I4)/~)fJJ/r; 
y 

a.:t = 4(I.fp/:,)/r'-j b,,:: 4 k.:t-t I/Ir 

A :: 1/:' _-'./7' + 'fr. 
Thus there exist four modes in this case. For small 

values of ~ one can see that two roots of equation 

(5.23) would be of order ~ and two would be of order 

unity_ :.cn the limit of vanishing E J the larger 
a'l""e 

rootskgiven by 

These are nothing but the convective modes of an 
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adiabatic slender flux tube. It is worth mentioning 

here that Webb & Roberts (1980) obtained only J modes 

for the uniform zero order case. For the zero order 

polytropic state they did obtain a fourth degree 

equation in (f' , but they have not commented on the 

extra mode for the stratified case. An inspection of 

equations (5.15) and (5.16) clearly shows that the 

extra mode appea.rs because of non-zero g. Following 

the nomenclature of Defouw (1970) we shall call this 

:fourth mode as the thermal-convective mode. It is 

interesting to note that De:fouw's dispersion relation 

:for a Boussinesq fluid in a uniform vertical magnetic 

field also had four roots. 

~\ or small f , a perturbation expans ion of (J' as 

~ + E. cr-t + .. 

yields 

for the convective modes and 

f' or the thermal modes, 

where 
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We thus see that when (fo:( < 0 , the overs tab i~ 1.. t Y is 

possible provided 

( it ) O. 

~ 
We can also see that when 0-0 ,,/0, the ef'fect of tl!ermal 

dissipation is merely to alter the growth rates of' the 

ins tab il ity'l 

However, such a straightforward classification of 

the modes into convective modes and tb.ermal ml)Ue8 will 

no longer be poss ible when (To -)' ().. In t.b is c a~e all 

the four roots of' equation (.5 .. 23) will be small Ulld a 

complete solution of' the equation becomes unavo:lu~lble. 

However, cr;, ~ 0 implies an almost neutral. strat:Lficl:l-

tion which occurs only in the very deep l.ayers of the 

solar convection zone. 'We shall not oonsider thil!J 

problem in this thesis but move on to the nonl iUt.H:lt' 

developmerlt of convective instability in the px'e.enc!Ill 

of heat dissipation. 

5.5 Et'fect of heat transport on the nonl inear 

convective instability of a slender £1l1.X taJ.~.:!!. 

We are mainly interested in the firs t f'ew hc.,Uld:r.d 

kilometers below the photosphere where the eu.peradiaba-

ticity i.s large. In this region the radiative 
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diffusivity ranges from a value of 2.33 x 10 10 cm2s- 1 

at a temperature of 1.003 x 104 to 3.504 x 10 12 

2 -1 
cm s at the jJhotosphere (Spruit 1977). Such a 

gradient in the diffusivity cannot s~pport a hydro-

static polytropic model in general. Wet therefore, 

consider first the case of constant radiative conduc-

tivity in an unstably stratified polytropic tube in 

order to understand the general effect of radiative 

conductivity ~m the instability_ Even here we proceed 

in two steps. We first study the case of lateral 

heat exchange alone and then include the axial heat 

transport as well, in a few subsequent calculat ions., 

5.5.1 Lateral heat exchange: 

We saw in Section 5.3 that the energy equation 

for an opticully thick slender :flux tube with lateral 

heat exchanee resembles that :for the case of an 

unbounded fluid losing heat according to Newton' s 

law o:f cooling. When the tube cools due to a convec-

t ive downflow, the heat enters latera.lly to equal ise 

the temperature thereby inhibiting the downf'low. 

Similarly when a parcel of' fluid rises in the tube, 

the excess heat is radiated away laterally, thereby 

reducing the forces of buoyanc:y. The time scale for 

temperature equa1.isation depends ·both on the radiative 

conductivity and on the lateral dimensions of the tube. 
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We computed the development of' convective instability 

using equation (3.18), (3.19) and (5.7) with only the 

first term on R.H.S. In dimensionless units, we chose 

the radiative conductivity as 1. U x 10-3 which is 

rel>resen tat ive of a layer '::tf 200 km below the photos­

phere. Figure 5.1 shows the time variation of the 

longitudinal velocity at z = 0.48 for Po = 6.0 and 

for 4 values of the tube radius. The boundary 

conditions imposed were "open" boundary cond.ltions as 

described in section 4.3. We see an oscillatory 

behaviour with a tendency for incruQsing amplitude at 

later times. The oscillations have a J..J~riod of' cs 12 

dlmelll:)iorlless time units. The a.mplitudes of these 

oscillations increase with decreasing value of the 

tube radius for the range of value 'To = 4.2 to '0 = 
0.5. It is interesting to compare these results 

with those for the adiabatic case (vide figure 4.12). 

There too, we had noticed the oscillatory behaviour 

with a similar J:.leriod. In the adiabatic case, how'ever, 

the cOIn,l.>utations could not be continued :for t "7 22 units 

because there the pressure boundary condition led to a 

numerical runaway process which resulted in spurious 

negative pressures. 

In the present set of calculations we tntroduced 

a condition in the computer ~rogramme which would halve 
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the time step if such a negAtive pressures were to 

occur. This was expected to halt the runaway process. 

lliloreover, we changed the boundary condition of constant 

density at t.b.e base to one of extrapolated density from 

two preceding interior values. '.I.'his density boundary 

condition becomes necessary whenever \j' is negative, 

since the third characteristic from the boundary no 

long<:lr communicates with the interior solution (vide 

section 2.,3). The spurious negative pressures were not 

encountered in the nonadiabatic cases which are being 

discussed in this chapter. Since, we did not repeat 

the adiabatic calculations with the new boundary 

conditions, we cannot say whether it was the presence 

of heat dissipation or the new density boundary condi­

tion that prevented this numerical breakdown. However, 

there occurs another difficulty in continuation of 

computations for small value of "'("1). When the radius 

was changed from 0.5 to 0.46 (in dimensionless units) 

the computations had to be stopped at a sta.ge when large 

pressure enhancements made the magnetic field locally 

imaginary. In this case, the halving of time step was 

of no use in hal ting the pressure build up. We, 

therefore, believe that this difficulty is not a 

numerical artifact. In a realistic situation the 

pressure build up would be contained by the tens ion 
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created in the curved field lines of the dilated flux 

tube. in this situation the slender tube approximation 

becomes a poor approximation and further progress can 

be made only by means of two dimensional calculations. 

Ii'igure ,.2 shows the behaviour of f3 ' the rat io of 

gas pressure to magnetic pressure inside the tube at 

z = 0.48 as a function of time for different values of 

""'0' the lni tial tube radius. The behaviour of j3 
is similar to that of velocity except for the phase. 

\lie can notice transien.t intensification of the f'iald 

to values of f3 as low as 1.00. 

Ii'igure ,.3 demonstrates the stabilizing influence 

of tho initial magnetic field. Here the velocity at 

z = 0.48 in a tube of radius Yo = 0., is plotted as a 

function of' time for di:f:ferent values of fa. 

is 110 significant change in the period of the osc111a-

tions but the amplitudes are drastically reduced for 

f 0 := 4.0 as compared to those in the case of' larger f3f) • 

Figures 5.4 and ,.5 depict the spatial profiles of 

veloc i ty and f respec tively at di:fferent instants of 

time. We see that· the spatial profiles of velocity 

oscillate between states of upflow and downflow with 

mixed, flow at certain instants of time {not drawn in 
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the figure). At later times we see the development of 

large t;rudients near the top boundary. Profiles of P 
also show oilililar behaviour. The effect of longitudinal 

heat transport on this behaviour will be discussed in 

the next subsection. 

2. 5.2 Longitudinal transfer of heat: 

We now consider the effect of longitudinal heat 

transfer on the convective instability. ite first consider-

ed the case of' c01.l.stant radiative conductivity and, 

therefore, retained only the first two terms on the 

H.H.S. or equation (5.7). In a rigorous sense the 

character of the system of differential equations 

changes here from hyperbolic to parabolic due to the 

appearance of the second derivative of tempera~ure. 

However, we continued to use the method of characteris-

tics to solve the time dependent initial value problem 

treating the second derivative as a I source term'. At 

each instant, this ·source term' was calculated on the 

previous time line using a standard IBM subroutine for 

numerical differentiation. Such a procedure does not 

cause serious problems as long as the thermal conducti-

vity is small. Figures ,.6 and '.7 'show the spatial 

prOfiles of velocity and the plasma-p respectiyely at 

dif'ferent instants of time in a tube with po = 6.0 and 

To = 0.5. It is interesting to note that the f 



profiles show smoother behaviour at the top of' the tube 

at later instants of time whereas the kinks in the 

velocity profiles at the top of the tube continue to 

persist. One cannot predict whether these would be 

smoothened out with the inclusion o.f viscosity. F'igures 

5.8 and 5.9 show the temporal behaviour of velocity and 

plasma- p in a tube with P'O = 6.0 and 4.0 respectively 

and with the same value of ,... = 0 • .5. One notices three 
" 

striking facts viz., the presence of overstability, the 

smaller veriod of' oscillation and the greatly diminished 

amplitude of' oscillatioll as compared to the case with 

lateral heat exclumge alone. Compared t,o this, the 

diff'erences between the case of lateral heat exchange 

alone and the adiabatic case were rather small. This 

shows that the longitudinal heat transport has a gr,eater 

effect on the convective instability of flux tubes with 

"0 == 0.5.. In the context of solar photospheric magnetic 

fields, it is alsO interesting to see that intensif'ica-

tion of' such tubes by this process would be transien't 

and would be accompanied by only small and oscillatory 

flows. Here the calculations were not continued beyond 

t ):30 and, therefore, we do not know the saturation 

ampl it ude S o.f the over stab il it y. However, t ':" :30 

corresponds to ~ 100013 for tubes with base temperature 

Tb = 104 K. Therefore, other prooesses such as granu-

lation might interfere with the overstability within 

this time. 
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2-5.J Heat conduction with a realistic form of 

conduct ivi ty: 

As already remarked in tl~ beginning of section 

5·5, a variable conductivity is not compatible, in 

general, wi th a hydrostatic polytropic stratification. 

The sular plasma shows a wide range of variation in 

the radiative opac i ty and consequently in the heat 

di:ffusivi ty. A few hundred kilometers below the 

photosphere, it is the bound-free oj,i8city of the hydrogen 

atom which domiuates (Cox 61; Giuli, 1968). The large 

variation in tile electron density as a function of depth 

creates a correspondingly large variation in the 

opacity and, therefore, in the radiative conductivityo 

In order to study such a situation we first calculated a 

static equil ibrium model for the environment of the 

flux tube with such. a variable heat diffusivity. .E'or 

this we calculated a least squares fit for the relation 

using Spruit's (1977) values for )', p and T. 

Here Fo ::; 3.126 x 105 dynes em-2 , and To::; 1.00,3 x 104K 

corresponding to a depth of' 1.779 x 102 km in the model. 

We obtained 

a.:nd. ))::: i .:t. • 
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This expression for the opacity was used in the heat 

conductivity given by 

The static energy equation 

(;.)0) 

anu the hydrostatic pressure balance 

= 

w~re solved simultaneously using an Adam's predictor-

corrector algorithm. The resulting state is depicted 

in figure .5.16. It must be mentioned here that the 

4 thickness of the layer between temperatures 10 K and 

6000 K in this model is smaller than the corresponding 

thickness in Spruit's model because we have entirely 

ignored the convective transport of heat. 

The model of figure ,.10 was ~sed as the environ-

ment of a tube with '1' e = '1' i and Po = 6.0. The initial 

state of the tube was then calculated as explained in 

section ).2. This state was perturbed with a small 

initial velocity perturbation and the evolution of the 

flow was studied, taking the full energy equation (5.7). 
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The development of the flow at two points is shown 

in figure 5.11. There is once again oscillatory 

behaviour with still larger f'requency and smaller 

amplitude as compared to the cases described in 

section 5.5.2. This calculation may not have any 

direct relevance to the solar convection zone because 

1 6 

of the neglect of' convective transport in th.e environ­

ment of the tube. It is, however, interesting to note 

the competing inf'luenccs of longitudinal and lateral 

heat t:ransport in this case. The conductivity varies 

inversely as the 8th power of temperatu.re. Theref'orc, 

the heat entry from outside is enhanced whenev'er the 

tube cools. This tends to compensate for the cooling 

due to the convective instability and thus the lateral 

heat flow has a stabilizing influence. On the other 

hand, the longitudinal. heat transport is expected to 

enhance the instability by means of the famou.s "){ -

mechanism" or "Eddington valve" mechanism. lturthermore, 

since the lateral heat exchange increases inversely as 

the square of the ra.dius o:f the tube, one can conclude 

that the la't;eral heat exchange would stabilize suff'i­

ciently thin flux tubes. 

F'inally, figure ·5.12" ehows the spatial variation 

of the temperature gradient at different val.ues o:f time. 

It is clearly seen that there is a gradual :flattening 
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of' the prof'ile t which means a tendency to acquire a 

polytropic state. Une does not know, however, whether 

this could be the general tendency of' any non-polytropic 

stratification with heat transport. 

h.(;? i.Jisc u::;s lont 

As remarked earl ier a noteworthy feature of these 

calculations is the period of the oscillatory behaviour. 

1.n the case o.C radial hea.t transport, the period seems 

to be similar to tbe adiabatic case. When longitudinal 

heat transport is included, the period is seen to be 

nearly half' of' the J:..Irevious one. This indicates that 

the dominent modes of oscillation in these two cases 

are d i.,t'f'eren t. 1n both cases the ampl i tudes are seen 

to decrease wi th incroasi.ng magnetic fiel.d. In the case 

of longitudinal heat transport, this is reminiscent of 

the decrease o.r til:) growth rate of the slow mode with 

increas ing magIl ef;i.a. field (Antia, 1979). In the 

variable opacity Ct'iU:le of' section ,5.,5.,3, the smaller 

period might be, most probably, the result of the 

shorter leng'th of the tube considered. However, these 

explanations for the increase of frequency of oscilla­

tions are only tentative and one must a.wait the results 

of more extensive calculations. 



.Ln summary we see that beat conduction does 

exert considerable in£luence on the convective 

instability of' i'lux tubes. The most important 

139 

results in relation to solar magnetic fields are the 

possibility o£ time dependent £ield intensification 

and absence o£ large unidirectional flows. A detailed 

discussion £ollows in the next i.e. final chapter of 

this thesis. 
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6. S UI"lJhARY O.I!"' CuNCLUSlONS AND DISCUSSION 

6. ~ SUITlmnry of the ~ in resul ts of' earl ieT chGlpters: 

We saw that when a magne tic field line is made to 

move normal to itself, with a velocity varying with 

dista:u.ce along' the field line, the motion exerts a 

centrifugal force on the gas if the latter is "frozen" 

with the field. This force generates an upflow if the 

magnitude of th.e lateral velocity increases with height. 

Similarly a downfl()w 1s produoed if the .lateral velocity 

decreases wi th he igh t. We then assumed a model for the 

lateral motion l>f field lines simulating the Jostling 

of solar ma~netio flux tubes by the solar photospheri.c 

granulation. Ln this model we assumed that the magni­

tude tl.lld spatial variat ion of the lateral mot iOn of 

fie.ld lines are similar to the Observed variation of 

the rms vertical velocity of the granu.lation. With this 

assumption we saw that significaIlt down:f'lows could be 

generated along the magnetic field. 

Next we studied the response of magnetic flux tubes 

to external pressure f.luctuations in the .lender flux 

tube approximation. We concentrated our attention on 

two forms for the pressure fluctuation. In the first 



form, the fl.uctuations decreased monotonically wlth 

he igh t and had an osc illatory behaviour in time s imu­

lating evanescent waves. 1n the case of a uniform 

tube we saw that for small times, the velocity response 

to such a perturbation contains a term whiCh is uni­

directional and growing in time" However, in the case 

of a polytropic tube, the velocity response was 

osc il1atory when the travel time of the tUbe waves 

over one scale height of the pressure perturbation was 

lar~e compared to the period of the perturbation. When 

the travel time was small compared to this period the 

response developed into a unidirectional dO'Wn:flow. 'W'e 

also saw that for the typical parameters corresponding 

to granulation, the response would be oscillatory rather 

than unidirectional. The second form of pressure was 

assumed to be osc illatory in space as well as in time 

s imulat ing' standing waves. In this case we confirmed 

the existence of the resonance predicted by Roberts 

( 1979) i'rom a 1. inear analys is. This resonance occurs 

when the period of the pressure fluctuation equals the 

tube travel time over the wavelength of the perturbation. 

We then investigated the nonlinear development of 

convective instability within slender flux tubes. An 

initial polytropiC tube was chosen and the effects of 

in.itial superadiabaticity 6 , initial ratio of gas 



pres:::;ure to magnetic pressure /3
0 

and of two sets of 

b OU.l:l<.Jary condi tiona were studied in the I imi t of' adia-

batic Variations. We could see a wide variety in the 

ttmc development of the instability. There is over­

stability for low fo~ , an evolution to steady flow for 

some intermedj.ate p~ and large amplitude unsteady 

behav iour for larg'er values of' 130" The mot ions were 

lEt::>s violent when the boundary condition permitted 

lateral expansion of the tube at the top. We explained 

this due to the diversion of a fraction of flow energy 

into kinetic energy of lateral motions. 

The effect of' heat transport by radiation was next 

considered. The ellergy equation in this case was 

formulated in the slender flux tube approximation. A 

linear analysis revealed the presence of four modeS .. 

1.n the I imi t of small dissipation and moderate super-

adiai.H:l.ticity, we saw that two of the modes resembled 

the Convec ti va slow modes, while the other two could be 

iue,n. tified a~ a thermal mode and a II thermal convective" 

mode respectively. When the convective time scale' 

approaches the thermal relaxation time scale, such a 

simple classification of the modes is not possible. 

From nonl inear calcul'ations we found that lateral 

heat exchange leads to oscillations. The mean amplitude 

of these oscillations is larger for smaller radii of the 
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fl ux tube.. E'or f30 == 6.0, the per lods of the osc illa­

tions were :found to be similar to the period for the 

adiabatic caoe. When heat transport alon~ the tube 

axis was also included, "We saw that the amplitude of 

uscillations was considerably reduced. ~urther, 

this am.tJlituue is smaller i'or lare-er values of the 

magn,ctic f'ield. '1'he period of oscillatlon became 

half' uf what it was when lateral heat excbange alone was 

considered. J!'or P'o:::: 6.0 the intellsii'ication o:f 

magnetic f"leld proceeded in an OSCillatory manner .. 

However, for Po == 4" 0, nu ir'J tens if' 'i cation was seen. 

When we considered the CBse of a realistic form of 

opacity, the amplitude of the oscillations became 

still sm::;t,ller .. 

" '> v. I"" Limitations <>Il the apvlica.bility of the results 

to the sol ar magIle't ic f'lux tubes: 

Tho phYI!:>i.cal ccmuitiol11!:> in the solar magnetic i'lux 

tUtHill> and thtd.l' envix"omuent a.re very complex. The 

various comvlexities lnclude li) the stratification 

duu tv g,t'avity, (11) t}:H;o compres!liblllty fmd the 

part itd ionizat lon 01' matter, (i i1) energy losses and gains 

liy t'Hdiatlon, couvectio:n and waves, and (iv) the curvature 
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of field lines. To study all these features simul-

taneously is a formidable task. There is also the 

dtUlger of' swamping essential information about the 

physics of the problem in a deluge of' details. It 

is, therefore, profitable to progress in small steps. 

This was the philosophy behind our calculations of the 

idealised cases reported in the earlier chapters. 

'l'his approach does put limitations on the apl,llicabi-

lity to realistic situations. Xn this section. we 

discuss these limitations. 

The. most severe limitation regarding the results 

of cha,I,Jter 2 is the neglect of the lateral equation of 

motion. This neglect would not be a serious limitation 

if we had some independent means of knowing the lateral 

displacement of the field lines as a function of' height. 

In the absence of suoh data, the validity of' the 

results hiuges on th~ validity for the assumed form for 

the displacements. Our assumpt ion of a form similar to 

that f'or granulation is valid only for the Alf'ven .travel 

time. If' ,500 km of the tube is bent locally, then 

"straightenin~" uy propagation of A1fven waves·with a 

-1 speedt:t. 8 kill s would occur after nearly one A1f'ven 

travel time 'I' At which is /:::S 60s. Thereafter, the 

field line may no longer possess the assumed curvature 

anti the attendant centrifugal acceleration may be 



considerably reduced after such a time duration. On 

ttle otber hand, the axial flow will not cease imme-

diately, but w'ill decay on the sound travel timescale 

T , which. again is ~ 60s. L:f one apvroximates the s 

entire time pro:file of the velocity along the field as 

a linear increase till T,A and thereat'ter an exponential 

decay with a tim",,) constant 'l' 
Sf then the mean velocity 

o,e .flow over the lLfe time T(r of' the granule can be 

est Lmated as ~ a. Til (TA/:J.. + Ts ) / TGr when T.s < < T Go 

.in this expression, a. il:1 the mean acceleration during 

the linear increase of' the axial velOCity. In the 

calculation of' section 2.8, the lateral velocity at the 

bast!: 
• 1 

of' the tllbe was assigned a value = 0.5 km s- • 

mean a~;ct:}leration corresponding tu this veloci,ty can 

be approx ima.tely tal:(en as V,* ITA where V *' is the 

axial velocity attained at'ter III time TA For the 

base of' the tube 
-2 

turus out to be ~ 800 cm s 

The 

(figure 2 .. 14). The observations of Dunn. & Zirker (1973) 

show horizontal motions o.f ~ 1.5 kme- 1 f'01~ the filigree. 

Since the centrifugal acceleration depends on the 

square of' the lateral veloc i ty (section 2.7) 11' the 
_I 

acceleration a. corresponding to ';::: 1.5 kms is 

Substituting this 

value of' a.. in the express ion for mean velocity, we 

have for T5 ~ TA ~ 60s « Tc;,. ~ 600.s , the mean velocity 



(v) ~ 700 
-1 ms • Thus one could reasonably expect mean 

-1 
downflows ~ 700 ms to be generated as a result of the 

bu.ffettinE·!: of mac-netic flux tubes even after takinf.~ the 

back reaction of the field into accounto 

in the case of the response of a slender :flux tube 

1;0 external pressure :fluctuations, the u:fudg-e ll i'actor, 

46 

viz., the efficiency of conversion from velocity fluctua-

tion~ to pressure fluctuations was already discussed in 

chapter 3. In any case we saw that this process is 

unlikely to drive systematic downflows. However, the 

resonant response of the tllb~ to stWlding Waves will 

have important implications for the heating of the solar 

mal':neti.c tltbes in higher layers of the solar atmosphere .. 

The convective collapse of magnetic flux tubes was 

studied (chapter 4) for' a tube o:f length equal to only 

one j>ras:iure ocale height.. This short length may appear 

as a limitation especially in viaw of the hyperbolic 

na ture of' the sys tam oi' di!'rerential equat ions, which 

amj,) lU' 1."'$ the ef:fec t of boundary conci it ions at large 

times. However, as discussed in section 4.~, a realistic 

:flux tube cannot be unkinked for lengths larger than one 

pressure scale height.. 'I'hus if One is to remain within 

the frame work of the slender flux tube approximation, 

then it would be inconsistent to consider longer tubes. 

In this senee. therefore, it is the slender :f'lux tube 



approximation which limits the rallge of applicability 

o1~ our rEJsul ts. it also hinders continuation of the 

calculations for speclf'ic cases whenever at some point 

the gas llressure ins ide the tube exceeds the gas 

pressure outside. This limitation of the slender i'lux 

tube approximation must be borne in mind while generali-

sing the results to a tube with an arbitrarily varying 

cross-section .. 

Une encounters a related problem while formulating 

the energy equation f'or slender tubes (chapter 5). The 

ex~re8sion for tho heat source term for lateral heat 

exchan~~e is 4 K (Te - T i) / .... 0 l.., where K is the radiative 

conduc t ivi ty, ..,. i.s the radius o:f the ttl.be while l' and o e 

Ti are the temperatures outside and inside the tube 

respectively. In deriving this expression one tacitly 

assumE~S that (Te-T~)/T;, ~ (-ro/A) ~ , where A is the 

sc;;.lo length of variation of' -r;,. 'l'his means that Te and 

Ti mU8t not di.f'fer by more than a :few per oent at any 

epoch. This condition was found to be satisfied during 

the development of the instability. In this way the 

.formulation of the energy equation (5.7) is justi:fied a 

posteriori .. 

'the ini t i.al state .for the case o.f variable opac i t1 

(section 5.5.3) has a steeper temperature gradient than 

the gradietlt of' a realistic oonvection zone model. The 
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convective instability of such an initial state can 

hardly be used to make predictions for solar magnetic 

flux tubes. However, the purpose of the calculation 

was merely tu see the physical effects arising from a 

variable opacityo 

6.3 Ap~lication to the problem of downflows within 

solar magnetic flux tubes: 

According to Beckers (1981), ,tne velOCity of the 

downflow wi thixl magnetic tubes is equal to or sl ightly 

18::>8 than that in the intergranular lane which are the 

mo;:>t pref'erred sites for these tubes. vwing to the 

hieh electrical conductivity of the plasma, the presence 

of sys temat ic downf'lows wi thin tubes rais es the ques t ion 

of the gas su.\?ply.. tI'he observations 01' Harvey & Hall 

(1975) aud tlarvey (1977) indicate velocities ~ 2.2 

- 1 kills at deeper layers of the photosphere. This requires 

a larger drain of' .g;as than what can be supplied by the 

mechanism suggested by Giovanell i (1977) viz. the 

diffusion of neutral atoms across the magnetio field 

uear the temperature minimum. It remains to be seen if 

interchange instability, as suggested by :Parker (1979) 

could supply enough gas to maintain such large downflows. 

We have seen that granular but'fetting can drive 

mean downflows ~ 700 105- 1 even after making allowance 

for the back reaction of the :field (Section 6.2). 
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The other processes such as the application of external 

pressure perturbations (chapter J) or convective 

instability (chapter 4 & 5) produce either oscillatory 

f'lows or downflows of' very small magnitude.. The values 

of' downf low veloc i ty as rejJorted by Gi.ovanell i & Ramsey 

(1,)7t), Giovanelli & .l:::!rown (1977) and Giovanelli & 

Slaughter (1978) for higher regions of the photosphere 

compare .favourably with the value predicted by our 

calculations of' the granular buff'etting.. This value is 

also compatible with the supply of the gas by the diff'u-

s ion prOCt~ss .. 

6.4 Application to the problem of' kilogauss fields of 

the solar m§.gnetic flux tubes!.. 

Webb & Roberts (1978) as well as Spruit & Zweibel 

( 1979) show that under adi.auati.c cunditions, tubes with 

field 1:\tren€,'ths smaller than a critical value ~ 1400 G­

would be convectively unstable. They further conclude 

that suell an urlstable tube would collapse to a more 

intense convectively stable state.. Our nonlinear 

calculation.s of evolution from an initial ullstable stlil.te 

show that the presence of heat transport would introduce 

the following two modifications. 

II'irst, the state of' marginal stability woul.d be 

shifted to a higher values of' Po. This ca.n be inferred 



from the fOlluwing facts. Uur adiabatic calculations 

showed overstability for Po = 2.0 with r-T= 1.05. 

When heat transport is included, however, the tube is 

seen to be almo~t stable even with foo == 4.0 and a 

I arg;er v@lue of r-"(' == 1 .. 5 .. 
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Secondly, with tbe inclusion of heat transport the 

resultin~ flows ruld magnetic fields are not steady but 

oscillatory. This result is perhaps not very startling 

in tbe ligbt of Antia's (1979) li:tlear calculations .. 

There he demonstrated the existence of overstable modes, 

both for convectively stable and ullstable stratifications 

with uni.forrn vertical rnagneti.c field and thermal dissi-

pation. In our nonlineKr calculations we find that the 

oscilla.tlons 1.n the field strength have substantial 

amplitudes, e.g. t ~ JO?,~ for PrJ :: 6 .. 0. The observations 

of Giovanelli et al (1978) do not show oscillations in 

the magnotic flux down to the limit of detectability 

( ~ 2%). Una \,rould 1 ike to know whether observat ions 

wi,th biEXher spatlaJ. resolution would show up any oscilla-

tions in the field intensity. 

1f it turns out that the field strengths are indeed 

non-oscillatory, then one would require a mechanism 

di:f:ferent from convective collapse to maintain steady 

intense i'ields. The superadiabatic effect suggeBted by 

¥arker (1~78a) appears satisfaotory, for this purpose. 



Parker estimates tha.t a downf'low of 10 ms- 1 would 

suffice to maintain kilogauss fields. Yrom our cal-

culat ions, we see tha t down±~lows of' cons iderably larger 

magnitude can be driven by gx'anular buffetting. It is 

thus very tempting to link the flow and ±"'ield within 

the tube in a consist,nt manner.. The same superadiabatlc 

gradient which generates convective turbulence outside 

the tube t could be responsible for driving downflows 

via granular buffett ing, as well as maintaining kilo-

gauss fields via J?arker's (1978a) mechanism. 

There is, however, a possibility that this l1:Jechanism 

would become less ef'fective when thinner tubes are 

considered. This is because heat leak from outside the 

tUbe could decrease the cooling produced by the down-

flow. One can estimate approximately the radius below 

-which the mecharlism would :1:'ail by equating the timescale 

of adiabatic cooling (A/~) to the time scale o~ heat 

.1 
leak f'rom the surroundings (""c /1- ). This yields the 

critical radius ""c as ("I\/V' r~, ·where X is the 

thermal diffusivity, A is the temperature scale height 

d \T . tl l·t f tl: d £1 ti'or'V - 1011 cm"" .,-1 .. an . ~s 1e ve oc ~ . yo' 1e' own ow. .L' ,..... '" , 

1\ !H 100 km and 'IT ~ 1 kms- 1 , one estimates ~ ~ 30 km .. 

It is interesting to note that Unno & Ribes (1979) 

arrive at similar conclUsions for facular points in the 

context of' their hydrodynamic model of a flux tube. 
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Finally, one cannot rule out the possibility of 

alternative mechanisms for producing intense magnetic 

fields, either by turbulent processes (Kraichnan, 1976) 

deep in the convection zone or by some magnetogas­

dynawical processes at the base of the convection zone 

(Gokhal.e, 1977a, b). 

6.5 Future developments: 

Several of the results presented in this thesis 

need theoretical refinement as well as observational 

verification. For the case of granular buffett~ng one 

has to take into account the back reaction of the magnetic 

field in a more rigorous way. Observationally one would 

like to know the degree of jostling of the filigree as 

a function of' height" The calculation of the resonant 

response of flux tubes to external perturbations must 

be extended to larger times with the inclUsion of' 

radiative dissipation. Such a calculation would aid the' 

ullderstanding of the dynamics and heating of' magnetic 

i'lux tubes .. 

The convective instability must be studied with 2-D 

or 3-D magnetohydrodynamical equations, starting from 

a realistic stratification and including the effects of 

radiative heat transfer in the Bddington approximation. 

We intend to pursue such calculations if and when 

access to suff'lciently fast computers becomes available .. 
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Such calculations would certainly improve upon the 

present knowledg'e of convective collapse of' flux 

tubes. This in turn would be important for under­

standing similar phenomena on other stars as well. 

Thus, theoretical calculations with more realistic 

physical conditions as well as observations of higher 

spatial and temporal resolutions will be needed 

for a better understanding of the interaction of 

solar magnetic flux tubes with convection" 
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