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## $\mathfrak{C l q p t e r} 1$

## Introduction

### 1.1 An Overview

The forms of symmetries exhibited by physical systems can be classified as continuous and discrete. With each symmetry there is an associated transformation and these obey characteristic group structures. The continuous symmetries are associated with transformations which has the concept of infinitesimal transformation and a finite transformation can be achieved by applying a sequence of infinitesimal transformations. Whereas in discrete symmetries, there is no concept of infinitesimal transformations, instead the transformation takes the physical system from one state to another. The state of the system before and after the transformation can be same or different. If the system remains the same after the transformation then it is invariant under the particular symmetry, if the state is different after the transformation then the symmetry is said to be violated by the system[3]. In classical physics the discrete symmetries figure less prominently than they do in quantum physics[2].

The three important discrete symmetries of interest in physical studies are charge conjugation(C), space-inversion/parity (P) and time-reversal( T ). According to the CPT theorem[3] all physical systems described in local field theories are invariant under the combined CPT transformation. A physical system/process can violate each of these symmetries individually such that it is compensated by another of the symmetry but when combined the CPT-theorem is still valid. It has been now established that the weak interaction violates parity but to date no concrete evidence of T violation has been observed
apart from the decay of kaons. Symmetry violations can be observed in laboratory by looking for their signatures in physical systems. For a single particle or a composite system the intrinsic Electric Dipole Moment(EDM) in a non-degenerate state is the signature of $P$ and $T$ violation. The significance of observing such an EDM is that it could lead to a better understanding of the origin of T or CP violation.

Neutral Atomic systems are good candidates to search for EDM as it is a composite system of leptons and hadrons. The collective many-body effects can enhance the EDM arising from interaction in a certain sector or due to intrinsic EDM of the constituent particles either constructively or destructively. The effect of a particular interaction(property) can be studied by an appropriate choice of atomic system. The enhancement factor is proportional to the atomic number $Z$ and hence heavier atoms are preferred. Once an atom is chosen based on the physical effect of interest, the intrinsic EDM can be measured by subjecting the atom to a constant external electric field $\vec{E}$. The interaction Hamiltonian between $\vec{E}$ and $\vec{D}_{a}$ is $-\vec{D}_{a} \cdot \vec{E}$. Experimentally $\vec{D}_{a}$ is measured as the linear response to a constant external electric field. Though all the theoretical descriptions are applicable to both atomic systems as well as ionic systems, ions cannot be used in experiments as the external field gives rise to a net force acting on it. From now on only atomic systems will be considered.

The atomic Hamiltonian is the sum of kinetic energy part of the electrons, electronnucleus coulomb interaction, electron-electron coulomb interaction and the PT-violating interaction Hamiltonian $H_{\mathrm{PTV}}$. The presence of $H_{\mathrm{PTV}}$ implies that the eigen states of the atomic Hamiltonian are no more eigen-states of parity operator $\hat{P}$. The theoretical computation is done by treating $H_{\text {PTV }}$ as the perturbation which mixes opposite parity eigen states of the unperturbed Hamiltonian $H_{\text {atom }}$, which has the kinetic energy of the electrons, electron-electron coulomb interaction and electron-nucleus coulomb interaction. This gives a mixed parity ground state of the atom, from which the intrinsic atomic EDM $\vec{D}_{a}$ is computed as linear response to the external field.

### 1.2 Historical Background on Atomic EDM

The history of atomic EDM spans not too long in time but the events and their implications are fascinating. It has held great minds together and has had its moments of triumph and share of critics as well, which in natural science tends to push the subject more into introspection. Having survived many such moments of introspection the quest for atomic EDM now stands exposed to deeper introspection: the experimental confirmation of a finite atomic EDM.

The articles by Prof. P. G. H. Sandars and Prof. Norman F. Ramsey [4, 5] are the basic references that have been used in writing this section, more emphasis is given to experiments than theory as they have been the driving force of this subject."If one is about to be attacked he should counter attack" therein lies the genesis to the whole history of atomic EDM[5]. And Ramsey did indeed attack the issue of experimental evidence for non-existence of nuclear electric dipole moment, based on the assumption that partiy is conserved, which he thought would be a possible subject of query from Prof. Ed Purcell. This was in 1950, Ramsey was then teaching a course on molecular beams in Harvard which was attended by Prof. Ed Purcell. Later, they proposed an experiment to measure the neutron EDM[6]. This was the precursor to several events that unfolded and ultimately lead to the search for an atomic EDM.

Finding no satisfactory experiments to look for parity nonconservation Ramsey and Purcell started one to measure neutron EDM with their graduate student Jim Smith[7]. The use of atoms was considered and discarded as external iectric field would be shielded by the electrons. This set the path to the Schiff cancellation/theorem[8], that appeared in 1963. There were moments of amusement and bets[9], the time Feynman had bet with Ramsey on the futility of an experiment on parity-nonconservation. This elucidate the sacrosanct attitude towards parity conservation that prevailed among the theorists. Further impetus was given when the ongoing tau-theta paradox was attributed to paritynonconservation in weak interaction by Lee and Yang [10]. Parity-nonconservation in weak interaction was experimentally confirmed by C. S. Wu and her collaborators[11] in 1957.

The year 1957 was the year of parity-nonconservation. The investigation on using
atoms was set into motion by Salpeter[12], with his work on the atomic effects of an electronic electric dipole moment. In another development in 1959, Zel'dovich[13] put forward the idea of neutral current interaction between the electrons and nucleus in an atom, which could introduce optical rotation if the predictions of neutral currents were true. This was the first proposal to detect discrete symmetry violations in atomic systems, though Wu had used cobalt atoms, it was the radioactive decay of the nucleus that was used as the signature and not the atomic properties.

Though the search for parity-nonconservation was vindicated, the search for the neutron EDM was yet to face another onslaught from theorists. It was shown by Landau[14] that nonzero neutron EDM require time-reversal violation too. Ramsey continued his experiments but this time with a different goal; to look for "time-reversal violation". The time-reversal violation was indirectly observed in neutral-kaon decay experiment by Cronin and co-workers[15] in 1964.

Serious efforts to measure atomic EDM which arises due to the electronic EDM were impeded by the demon of Schiff cancellation. A new route was set forth with the path breaking work of Sandars[16], where he investigated the relativistic aspect of Schiff cancellation and derived the atomic EDM that arises due to the electron EDM. This set a stage for many atomic EDM experiments that were to be conducted. As established by Schiff[8] an atom can still have EDM due to finite nucleus effects too. The first atomic EDM was carried at Brandeis[17] using atomic caesium in 1964. Atomic caesium is a system which is sensitive to electronic EDM and not to those that originate from the nuclear sector. The next important proposal in atomic EDM was the use of polar molecules by Sandars[18], this set the into motion the use of molecules.

Other important milestones in the atomic EDM experiments are: the experiment with molecules[19], the cell experiments by Fortson[20, 21], use of optical pumping instead of an external magnetic field[22] and more advanced and complicated beam experiments[23]. With these experiments the atomic EDM is now firm on its pedestal. The techniques and methods associated with these are described in brief along the thesis.

### 1.3 Discrete Symmetries

In quantum mechanics the Hamiltonian is the starting point of any computation. The Hamiltonian H is invariant under a transformation $\hat{O}$ if

$$
[H, \hat{O}]=0
$$

that is it commutes with the transformation operator. Otherwise H is not invariant under $\hat{O}$. Other terminologies used for this are symmetry violation and odd under the particular symmetry. But in case of P it is referred to as P -nonconservation also.

Though the CPT theorem has three discrete symmetries as components, only P and T are the subject of this study. A brief discussion of these symmetries are given in the following sections.

### 1.3.1 Parity or Space Inversion Symmetry

The parity transformation is the change in sign of all the spatial-coordinate axes. It is a unitary transformation and has eigen-value $\pm 1$. If $\hat{P}$ is the parity transformation operator and $\mathcal{B}(x, y, z)$ a function, its parity transformation is

$$
\begin{equation*}
\widehat{P} \mathcal{B}(x, y, z)=\mathcal{B}(-x,-y,-z) . \tag{1.1}
\end{equation*}
$$

Similarly, let $\hat{O}$ be an operator and $\hat{O}^{\prime}$ be its parity transformed expression then they are related as

$$
\hat{O}^{\prime}=\hat{P} \hat{O} \hat{P}^{-1}=\hat{P} \hat{O} \hat{P}^{\dagger}
$$

The reflection symmetry also flips the sign of the coordinate but in three dimensions it is quite different from parity. The parity transformation is a composite symmetry in three dimension, it involves one reflection and one rotation each. But a sequence of rotations nor a sequence of reflections cannot constitute parity transformation. More precisely, in cartesian coordinate system in three dimension parity transformation is reflection about one coordinate and rotation about this axis by $180^{\circ}$, the sequence of the reflection and rotation commutes. The expressions can be derived for other coordinate systems too.

Consider the electric dipole operator $\vec{D}$, it is odd under parity transformation as it is a vector operator

$$
\hat{P} \vec{D} \hat{P}^{-1}=-\vec{D} .
$$

From which it follows that dipole expectation for a system is nonzero only when the Hamiltonian of the system is odd under parity transformation. That is, if $H$ is the Hamiltonian of the system, then $\langle\vec{D}\rangle$ is nonzero for the system only when

$$
[H, \widehat{P}] \neq 0
$$

Hence $\langle\vec{D}\rangle$ is a signature of parity violation in the system.

### 1.3.2 Time Reversal or Motion Reversal Symmetry

Time-reversal or motion reversal symmetry transformation is reversing the sign of time coordinate. The time-reversal transformation operator is antiunitary[24] and unlike in parity transformation its eigenvalues are dependent on the system considered[2, 25]. In operator form it is a combination of a complex conjugation operator and unitary part which reverses the sign of time coordinate. It is represented by $\hat{\theta}$ and given by

$$
\hat{\theta}=\hat{U} \widehat{K},
$$

$\widehat{K}$ is complex conjugation operator and $\hat{U}$ is a unitary operator which reverses the sign of time coordinate. Then the transformation of a function or an operator given in the parity symmetry can be extended to time-reversal too.

The dipole operator transforms under time-reversal as

$$
\hat{\theta} \vec{D} \hat{\theta}^{-1}=\vec{D}
$$

that is $\vec{D}$ is invariant under time-reversal. For an atom in the hyperfine state $|F M\rangle$, the expectation value of dipole operator is

$$
\langle\vec{D}\rangle=\langle F M| \vec{D}|F M\rangle .
$$

According to the projection theorem the expectation value of a vector operator with respect to angular momentum eigenstates is proportional to the angular momentum of the system.

Using this the expectation value of dipole operator for an atom in the state $|F M\rangle$ is

$$
\begin{equation*}
\langle F M| \vec{D}|F M\rangle=c\langle F M| \vec{F}|F M\rangle \tag{1.2}
\end{equation*}
$$

where $c$ is the constant of proportionality. Applying time-reversal transformation, the above relation takes the form

$$
\langle F M| \hat{\theta}^{\dagger} \hat{\theta} \vec{D} \hat{\theta}^{-1} \hat{\theta}|F M\rangle=c\langle F M| \hat{\theta}^{\dagger} \hat{\theta} \vec{F} \hat{\theta}^{-1} \hat{\theta}|F M\rangle .
$$

Using the relations $\hat{\theta} \vec{F} \hat{\theta}^{-1}=-\vec{F}$ and $\hat{\theta}|F M\rangle=(-1)^{(F-M)}|F-M\rangle$, we get

$$
\begin{equation*}
\langle F M| \vec{D}|F M\rangle=-c\langle F M| \vec{F}|F M\rangle . \tag{1.3}
\end{equation*}
$$

Comparing (1.2) and (1.3), the time-reversal symmetry is not violated if $\langle\vec{D}\rangle=0$ and if $\langle\vec{D}\rangle \neq 0$ then the time-reversal symmetry is violated. Hence EDM is a signature of timereversal symmetry violation. The difference from parity-nonconservation is that, in timereversal it is the form of the expectation-which in experiments translates to measurement of dynamic variables-that manifests the time-reversal violation. Whereas intrinsic atomic EDM is a signature of parity-nonconservation as it doesn't commute with the parity operator.

### 1.4 Outline of the Chapters

All the chapters in the thesis has a common thread-atomic EDM-linking them from the last line of one to the first line of the next. Yet, exceptions there must be as is the rule, as an exception to the thread but overwhelmingly within the scope of the thesis is the penultimate chapter. If the other chapters are on the atomic EDM then the last chapter makes a contact with the Parity-nonconservation in atoms through the manybody physics route. An attempt has been made to make the chapters compact, closely related and continuous, if otherwise, the vital thread-link must have flared and broke along the journey.

There are four chapters excluding the present one, each of them has been divided based on its role with respect to the intrinsic EDM of atoms. The second chapter "Intrinsic Electric Dipole Moment in Atoms" gives an account of the mechanism that can contribute
to the origin of EDM in atoms. A more detailed presentation is given for the mechanisms chosen for the present study, namely the electron-nucleus tensor-pseudotensor interaction and Schiff moment. For each of these, the form of the effective Hamiltonian and expression of the matrix elements required are derived. Along with it the approach for computation of the atomic EDM is also elucidated. Since no physical theory is complete without experimental verification, in the last part of the chapter a brief sketch of the sophisticated experiments for measuring atomic EDM is attempted. Due liberty has been taken to give more importance to the basic principles of the experiments than the fine details which is really the heart of any experiment. The last section of the chapter is the experimental proposal to use the modern techniques of laser cooling and trapping to measure the EDM of atomic Yb . To make a ground work for this proposal, the techniques and principles of laser cooling and trapping are explored in the preceding few sections.

The third chapter "The configuration interaction and many-body perturbation theory Based Atomic-Body Theories" pertains to the atomic many-body theories and methods that used in the computation of atomic EDM. Starting from Configuration Interaction(CI) method a slow and step-by-step transition is made towards an almost-coupled-cluster formalism. In the process of transition different methods having features of the two are also studied. All the methods use the configuration state approach instead of the generally preferred single-particle approach. This approach has both advantages and disadvantages, these are described in the chapter. The first few sections are devoted to CI and improvement on the performance using different formalism but with the same physical effects. It is followed by sections on many-body perturbation theory(MBPT) based on Bloch-equation and formalisms to compute atomic EDM, where equations required are derived and discussed. Later, an analysis on the size-consistency of these theories is done and remedies are considered. The size-consistent methods based on modifications to Bloch-equation are the subject of sections that follows. In these, the equations for coupled electron pair approximation(CEPA)-0 and CEPA-2 for computing the atomic EDM are derived, both the formalisms are size-consistent theories.

The fourth chapter "Computation of electric dipole moment with Different Many-Body Methods and Comparison" is on the application of the many-body theories considered
in Chapter3. But it is also a direct descendant of Chapter2 as the different effective Hamiltonians used in this chapter were the material for Chapter2. In essence this chapter is the computational implementation and study of the theories presented in Chapter23 in specific atomic systems. The whole study is limited to atomic Yb. First part is on the configuration space used and its construction. Next the details of the different perturbations used in the study are scrutinized at length. With these information in hand a lowest order computation of the Yb EDM is attempted next. After gathering certain trends and behaviors of the perturbation Hamiltonians the many-body theories explored in Chapter:3 are put to test. First part of the test confirms the agreement of the results between different CI implementations and matrix based Bloch-equation method. This validates some of the issues on size-consistency that were brought out in Chapter:3. Along the way the wave-operators used in Bloch-equation are subjected to a fairly deep exposition and their computational implementations are also presented. Once through with CI and matrix-based Bloch-equation, the spot-light shifts to the size-consistent methods. Here the CEPA-0 and CEPA-2 equations are torn apart term by term and the effect of a collection of terms brought to minute examination.

The fifth chapter "Parity Non-Conservation in Atomic Yb " adds to variety and maybe a bit of nostalgia too. But the real aim is to explore the complexity of the structure computations in a rare Earth atom like Yb . In the process, unintentional and without malice, yet another atomic many-body structure computation method is pulled out from among the plethora of many-body theories in physics. Nostalgic, as the very quest of intrinsic EDM of single particle or a composite system of particles was set in motion to detect parity-nonconservation in physical systems. The first section of this chapter is on the spin-dependent parity-nonconservation effective Hamiltonian. The form of matrix elements required are almost identical to those used in the computation of atomic EDM. The only difference is that here the quantity of interest is not an expectation value as in EDM but a transition moment. A brief outline of the computational method used is given and is followed by an analysis on the modification. Where the modification is in the two-body potential and the tools of analysis are the topics covered in earlier chapters. The chapter is rounded of by the last section which has the results. A finishing touch is
given with the reference that follows giving the preceding works.
The last chapter of the thesis is "Conclusion and Future Directions" which gives an analysis of the results from various chapters. And presents ways in which the present computation can be improved. It also gives the improvement required for the methods used in this computation to make it applicable to other systems of interest.

### 1.5 Notations and Units Used

This section will in few words put down the notations used in mathematical expressions, conventions followed and the like. Anything appearing here after that does not conform to these are mistakes. Not all the equations are labeled, only those referenced are labeled and the label has the chapter number and the sequence of equation separated by a dot. The figures and tables on the other hand are all labeled, if not, it is unintended. Vectors are represented by either Latin or Greek alphabet with an arrow stuck to the invisible apple on its head e.g. $\vec{A}$. The usual bold-faced capitals are reserved for matrices, so $\mathbf{A}$ means a matrix and not a vector under any circumstances. The single particle orbitals are in general represented by $|\psi\rangle$, particular cases are represented by specifying the principle quantum number and symmetry like in $|6 s\rangle$. For orbitals other than $s$ symmetry $j=l-s$ orbital is tagged by a suffix ${ }^{*} *$ ' like in $p *$. A general configuration state function(CSF) is represented by $|\Phi\rangle$ and a particular CSF by specifying the valence/core orbitals and their occupation number like $\left|6 s^{2}\right\rangle$. An atomic state function(ASF) is represented by $|\Psi\rangle$. The definitions of these are given where they first appear. In all the equations and mathematical expressions parentheses are used liberally for clarity. A constant which itself is a product of physical constants is identified by a calligraphic capital letter e.g. $\mathcal{A}=\sqrt{2} C_{T} \sigma_{N} G_{F}$. Calligraphic letters are also used to denote other constants like CI coefficients too. The dummy indices in tensors are superscripted with due respect and the dummy indices in matrix elements as subscripts but not with less respect. Other than these no conventions binds further in putting additional superscripts/subscripts, it is all a matter of real estate available from then on.

Throughout the thesis 'with respect to' is abbreviated as wrt. Frequently used termin-
ologies are also abbreviated after their first occurrence other than in the chapter heading. The diagrams given are more of a representation to understand the physical effects and the Goldstone rules are not applicable. This is because the energy denominator is different from the one required in Goldstone rules.

In the entire thesis without any exception the unit of physical quantities are in atomic units[26]. Atomic unit is the system of units where the fundamental constants: $\hbar$ Planck's constant divided by $2 \pi, c$ the velocity of light and $e$ the charge of electron are set to unity. For the electromagnetic fields $4 \pi \epsilon_{0}=1$, where $\epsilon_{0}$ is the permittivity of vacuum. In this system of unit the length is measured in Bohr radius $a_{0}$ and energy in hartrees, where $1 a_{0}=\hbar^{2} / m_{e} e^{2}=0.529177 \times 10^{-10} m$ and 1 hartree $=\left(m_{e} c^{2} \alpha^{2}\right) / e h=e^{2} / a_{0}=$ 4.359750 joules, which is equal to 27.211396 eV . Another useful quantity is the fine structure constant $\alpha=e^{2} / m_{e} c$. In atomic units the velocity of light $c=\alpha^{-1} a . u$., where one atomic unit of velocity is $\alpha c=2.187691 \times 10^{6} \mathrm{~m} / \mathrm{s}$. In atomic units the unit of EDM is $e a_{0}$.
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## Chapter 2

## Intrinsic Electric Dipole Moment in Atomic Systems

### 2.1 Possible Sources for Electric Dipole Moment in an

 AtomAn atom being a composite system there are many physical phenomena which can lead to an intrinsic atomic EDM. It can arise due to the following:

- The sub-atomic particles have intrinsic EDM. That is either electrons or protons or neutrons have an intrinsic EDM.
- The interaction between the sub-atomic particles violates P and T symmetries. The possible interactions are electron-electron, electron-nucleon and nucleon-nucleon.

The first case is due to the intrinsic property of the sub-atomic particles. Among all, the most important one is the intrinsic EDM of the electron. An effective intrinsic atomic EDM hamiltonian can be obtained by considering the various interaction terms in the presence of an external electric field $H_{\mathrm{PTV}}^{\mathrm{eff}}$. According to Schiff theorem a composite system of charged particles each with an intrinsic EDM has no intrinsic atomic EDM as a whole when treated non-relativistically. This is due to the cancellation of terms that contribute to $H_{\mathrm{PTv}}^{\mathrm{eff}}$. The cancellation is incomplete if the atomic system is treated relativistically. The $P$ and $T$ violating interaction Hamiltonian due to intrinsic EDM of electrons for an
atom with $N$ electrons is

$$
\begin{equation*}
H_{\mathrm{PTV}}=-d_{e} \sum_{i=1}^{N} \beta_{i} \vec{\sigma}_{i} \cdot \vec{E}_{i}^{\mathrm{int}} \tag{2.1}
\end{equation*}
$$

where $d_{e}$ is the intrinsic EDM of the electrons, $\beta_{i}$ and $\vec{\sigma}_{i}$ are the Dirac matrix and spinoperator for the $i^{\text {th }}$ electron. $\vec{E}_{i}^{\text {int }}$ is the electric field experienced by the $i^{\text {th }}$ electron due to the other electrons. The electron spin contributes to the Hamiltonian as it is the only vector quantity associated with the electron, hence it decides the direction of quantization and only the component of electron EDM oriented along this direction is observable. The summation over the electron spin in (2.1) implies major cancellations for closed-shell atoms. To study the atomic EDM due to the intrinsic EDM of the electrons open-shell atoms should be chosen so that this cancellation is incomplete. An effective Hamiltonian can be derived from this Hamiltonian as

$$
H_{\mathrm{PTV}}^{\mathrm{eff}}=\sum_{i=1}^{N} 2 i d_{e} \beta_{i} \gamma_{5 i} \vec{p}_{i}^{2}
$$

Where $\vec{p}_{i}$ and $\gamma_{5 i}$ are the linear momentum and Dirac matrix for the $i^{\text {th }}$ electron. Though the closed-shell atoms are not a good choice for studying the contribution from the electron EDM they are good for studying effects which has contributions from nucleus. In this thesis only the latter effects will be studied.

In current-current interaction formalism one form of interaction that violates P and T simultaneously is the electron-nucleus tensor-pseudo-tensor interaction [1]. The electronelectron tensor-pseudo-tensor(TPT) contribution is expected to be negligible as the electronelectron interaction dominated by Coulomb repulsion. An important feature is that this form of interaction is not allowed in the Standard Model(SM) of particle physics. The effect of PT-violating nucleon-nucleon interaction can manifest as Schiff moment. Which further interact with the electrons to give a finite intrinsic atomic EDM. These are discussed further in the following sections.

### 2.2 Atomic EDM due to Electron-Nucleus

## TPT-Interaction

### 2.2.1 Effective Hamiltonian for the Electron-Nucleus TPT-Interaction

From current algebra, the interaction Hamiltonian corresponding to the electron-nucleus TPT current-current interaction is

$$
H_{\mathrm{PTV}}=\frac{i C_{T} G_{F}}{\sqrt{2}}\left(\bar{\psi}_{n} \sigma^{\mu \nu} \psi_{n}\right)\left(\bar{\psi}_{e} \gamma^{5} \sigma^{\mu \nu} \psi_{e}\right),
$$

where $C_{T}$ is the tensor-pseudo-tensor coupling constant, $G_{F}$ is the Fermi coupling constant, $\psi_{n}$ and $\psi_{e}$ are the nucleon and electron fields, $\gamma^{5}$ is the Dirac matrix and $\sigma^{\mu \nu}$ is a tensor got from the Dirac matrices as

$$
\sigma^{\mu \nu}=\frac{i}{2}\left(\gamma^{\mu} \gamma^{\nu}-\gamma^{\nu} \gamma^{\mu}\right) .
$$

$\sigma^{\mu \nu}$ is an antisymmetric tensor of rank two, when combined with the Dirac matrix $\gamma^{5}$ it has the properties of a pseudo-tensor. The constant phase factor $i$ is included in the interaction Hamiltonian is to ensure that the matrix element of $H_{\text {PTV }}$ is real. In all the expressions used so far the Einstein-Wigner convention has been used, according to which summation is implied over the repeated indices.

In the SM of particle physics the TPT current-current interaction is not allowed. Which means within SM the value of the coupling constant $C_{T}$ is zero. If in an atomic system a finite intrinsic EDM is observed and can be attributed to the tensor-pseudo-tensor currentcurrent interaction then it is a clear indication of nonzero $C_{T}$. Which is a signature of physics beyond the SM.

Using the definition of $\sigma^{\mu \nu}$ and treating the nuclear part non-relativistically $H_{\text {PTV }}$ can be simplified to

$$
H_{\mathrm{PTV}}=i 2 \sqrt{2}\left(C_{T} G_{F}\right)(\vec{I} \cdot \beta \vec{\alpha}) \rho_{N}(r)=i 2 \sqrt{2}\left(C_{T} G_{F}\right)\left(\begin{array}{cc}
0 & \vec{\sigma}_{N} \cdot \vec{\sigma}  \tag{2.2}\\
\vec{\sigma}_{N} \cdot \vec{\sigma} & 0
\end{array}\right) \rho_{N}(r)
$$

where $\vec{I}$ is the nuclear spin, $\vec{\alpha}$ is the Dirac matrix and $\rho_{N}(r)$ is the nuclear density at r. The presence of the nuclear density implies that $H_{\text {pTV }}$ is effective within the nuclear
region alone. Among the orbitals only $s$ and $p *$ have non-zero amplitude in the nuclear region and orbital amplitudes of other symmetries is almost zero in the nuclear region. The PT-violating property of $H_{\mathrm{PTV}}$ can be checked by applying the P and T transformations separately. The effective Hamiltonian $H_{\mathrm{PTV}}$ is odd under parity transformation as $\vec{\alpha}$ transforms like a vector and using Heisenberg equation of motion it can be shown that in relativistic formalism it represents the velocity. Similarly, since the T-reversal transformation has a complex conjugation part it is also odd under T-reversal transformation.

The motivation for studying this form of interaction in an atom is that there are nonstandard models in particle physics which allows this form of electron-nucleus interaction. An estimate of $C_{T}$ can be made when the theoretical computation is combined with the experimental results. Based on which constraints can be put on the validity of the possible non-standard particle physics models. Another important feature of this study is the close connection with the experiments, where each compliments the other. For study on the atomic EDM due to electron-nucleus TPT-interaction as mentioned earlier a closed-shell atom is the right choice. This avoids the contribution from the electron EDM, which dominates in the case of open-shell atoms. Here atomic Yb has been chosen as it is a closed-shell atom and has high Z. In addition, it has interesting many-body effects as it is a rare earth element.

### 2.2.2 Matrix Element of Electron-Nucleus TPT-Interaction Hamiltonian

To compute the intrinsic EDM of an atom arising from the electron-nucleus TPT-interaction the $s p *$ approximation will be used. In this approximation only the matrix elements between orbitals of $s$ and $p *$ symmetries are computed. This follows from the physical condition that only these orbitals are non-zero within the nuclear region. From now on atomic EDM will be used instead of referring explicitly as the intrinsic EDM of an atom. While computing the matrix elements the relativistic notation of the two component orbitals will be used. In this notation a orbital $|\psi\rangle$ in central approximation identified by the principal quantum number $n$, angular momentum quantum numbers $\kappa$ and $m$ in spherical
polar coordinates is represented as

$$
|\psi\rangle=\frac{1}{r}\left(\begin{array}{cc}
P_{n \kappa}(r) & \chi_{\kappa m}(\theta, \phi)  \tag{2.3}\\
i Q_{n \kappa}(r) & \chi_{-\kappa m}(\theta, \phi)
\end{array}\right) .
$$

Where $P(r)$ is the large-component, $Q(r)$ is the small component, $\chi_{\kappa m}(\theta, \phi)$ and $\chi_{-\kappa m}(\theta, \varphi)$ are the corresponding angular parts. The angular part $\chi_{\kappa m}$ in terms of spinors can be expressed as

$$
\chi_{\kappa m}(\theta, \phi)=\sum_{\sigma= \pm \frac{1}{2}} C(l 1 / 2 j ; m-\sigma, \sigma) Y_{m-\sigma}^{l}(\theta, \phi)\left|\phi_{\sigma}\right\rangle
$$

where $j$ is the total angular momentum of the orbital, $C(l 1 / 2 j ; m-\sigma, \sigma)$ is Clebsch-Gordan co-efficient, $Y_{m-\sigma}^{l}$ is spherical harmonics and $\left|\phi_{\sigma}\right\rangle$ is spin part of the orbital. The spin part $\left|\phi_{\sigma}\right\rangle$ can either be the spin-up state $|\alpha\rangle$ or the spin-down state $|\beta\rangle$. In this form of notation the orbital $|n s\rangle$ assumes the form

$$
|n s\rangle=\frac{1}{r}\left(\begin{array}{cc}
P_{n-1}(r) & \chi_{-1 m}(\theta, \phi) \\
i Q_{n-1}(r) & \chi_{1 m}(\theta, \phi)
\end{array}\right) .
$$

The orbital $|n p *\rangle$ can also be expressed in a similar form. Then in $s p *$-approximation the required matrix element of $H_{\mathrm{PTV}}$ is either $\langle n s| H_{\mathrm{PTV}}\left|n^{\prime} p *\right\rangle$ or $\left\langle n^{\prime} p *\right| H_{\mathrm{PTV}}|n s\rangle$. As an example consider the matrix element $\langle n s| H_{\mathrm{PTV}}\left|n^{\prime} p *\right\rangle$. Using the definitions of the orbitals and the effective interaction Hamiltonian $H_{\text {PTV }}$, this matrix element can be written as

$$
\begin{aligned}
\langle n s| H_{\mathrm{PTV}}\left|n^{\prime} p *\right\rangle= & i \sqrt{2}\left(C_{T} G_{F}\right) \int_{0}^{\infty} \int_{\Omega} d r d \Omega\left(P_{n-1}(r) \chi_{-1 m}^{\dagger}(\theta, \phi)-i Q_{n-1}(r) \chi_{1 m}^{\dagger}(\theta, \phi)\right) \times \\
& \left(\begin{array}{cc}
0 & \vec{\sigma}_{N} \cdot \vec{\sigma} \\
\vec{\sigma}_{N} \cdot \vec{\sigma} & 0
\end{array}\right)\left(\begin{array}{cc}
P_{n^{\prime} 1}(r) & \chi_{1 m}(\theta, \phi) \\
i Q_{n^{\prime} 1}(r) & \chi_{-1 m}(\theta, \phi)
\end{array}\right) \rho_{N}(r) .
\end{aligned}
$$

Where $d \Omega$ denotes the integration over the angular coordinates. While computing the matrix element only the $z$-component is considered as it is the only observable component. After the angular integration the matrix element takes the form

$$
\begin{equation*}
\langle n s| H_{\mathrm{PTV}}\left|n^{\prime} p *\right\rangle=-\sqrt{2}\left(C_{T} G_{F} \sigma_{N z}\right) \int_{0}^{\infty} d r\left(P_{n-1}(r) Q_{n^{\prime} 1}(r)-\frac{1}{3} Q_{n-1}(r) P_{n^{\prime} 1}(r)\right) \rho_{N}(r) . \tag{2.4}
\end{equation*}
$$

That is the angular integrations introduces constant multiplication factors. The angular factors were computed with the convention(coupling sequence) in J.J. Sakurai[2]. The
difference in the convention can introduce phase factors which can lead to s sign difference. A similar expression for other matrix elements can also be derived. Though the radial integration has limits from 0 to $\infty$, it is required only within the nuclear region as $\rho_{N}(r)$ beyond it is zero. While computing the matrix elements it is important to get accurate radial part of the orbitals and the nuclear density. A fairly accurate model of the nuclear density which agrees quite well with the experimental results is the Fermi-nucleus. In this model the nuclear density is given by

$$
\rho_{N}(r)=\frac{\rho_{0}}{1+\exp \frac{(r-b)}{a}},
$$

where $\rho_{0}$ is a constant, $b$ is the half density radius as $\rho_{N}(r)=\rho_{0} / 2$ ans $a$ is related to the skin thickness $t$ as $t / a=4 \ln 3$.

The radial component of the orbitals can be computed using suitable methods, this will be discussed in detail in the later chapters.

### 2.2.3 The Atomic EDM as an Expectation Value of Dipole Operator

The electron-nucleus TPT-interaction Hamiltonian is introduced as a perturbation to the atomic Hamiltonian. At the single particle level let $|n s\rangle$ be the outer most occupied orbital in the ground state configuration. When the interaction Hamiltonian $H_{\text {PTV }}$ is introduced as a perturbation $|n s\rangle$ will have admixture from orbitals of other symmetries opposite is parity. As mentioned earlier the only the virtual orbitals $n^{\prime} p *$ will contribute to the admixture. In case of atomic Yb which is a closed-shell atom with $6 s$ as the outermost occupied shell $n=6$ and as $p *$ orbitals are occupied till $n=5$ the virtual $p *$ symmetry orbitals are $\left(n^{\prime}>5\right) p *$.

The new orbitals are no longer parity eigen-states as they are of mixed parity. Represent the mixed parity orbital by $|\widetilde{6 s}\rangle$, using perturbation theory this can be written as

$$
|\widetilde{6 s}\rangle=|6 s\rangle+\left|6 s^{c o r r}\right\rangle=|6 s\rangle+\sum_{n^{\prime}=6}^{\infty}\left|n^{\prime} p *\right\rangle \frac{\left\langle n^{\prime} p *\right| H_{\mathrm{PTV}}|6 s\rangle}{\epsilon_{6 s}-\epsilon_{n^{\prime} p *}}
$$

where $\epsilon_{6 s}$ and $\epsilon_{n^{\prime} p *}$ are the orbital energies of $|6 s\rangle$ and $\left|n^{\prime} p *\right\rangle$ respectively. This is the lowest order effect, other higher order effects from the residual coloumb interaction can
also contribute to it. Computation at the many-body level can be done in many ways depending on the many-body effects included, a few methods will be used and discussed in later chapters.

The atomic EDM $\vec{D}_{a}$ is the expectation value of the dipole operator $\vec{D}=-r$ with respect to the mixed parity states [3]

$$
\begin{equation*}
\vec{D}_{a}=\langle\widetilde{6 s}| \vec{D}|\widetilde{6 s}\rangle=2 \sum_{n^{\prime}=6}^{\infty} \frac{\langle 6 s| \vec{D}\left|n^{\prime} p *\right\rangle\left\langle n^{\prime} p *\right| H_{\mathrm{PTV}}|6 s\rangle}{\epsilon_{6 s}-\epsilon_{n^{\prime} p *}} \tag{2.5}
\end{equation*}
$$

Where the multiplication factor 2 is to include the complex conjugate term which is identical to the normal term due to the following: first, the dipole operator is hermitian, diagonal and its matrix elements are real hence $\langle n s| \vec{D}\left|n^{\prime} p *\right\rangle=\left\langle n^{\prime} p *\right| \vec{D}|n s\rangle$ and second, $H_{\text {PTV }}$ is anti-hermitian, from (2.4) its matrix elements are real and hence $\langle n a| H_{\mathrm{PTV}}{ }^{\dagger}\left|n^{\prime} p *\right\rangle=$ $\left\langle n^{\prime} p *\right| H_{\mathrm{PTV}}|n s\rangle$. Another method of computing which gives the same result is the method of linear response to an external electric field. This formulation is more appealing as it has direct bearing on experiments to detect the atomic EDM. When an external constant electric field $\vec{E}$ is applied the atomic EDM $\vec{D}_{a}$ interacts with it. The interaction Hamiltonian between the dipole moment of the atom and $\vec{E}$ is $-\vec{E} \cdot \vec{d}$.

### 2.3 The Schiff Moment

### 2.3.1 The Effective Schiff Moment Hamiltonian

In an atomic system even if the nucleus has a finite EDM, it cannot be detected by applying an external electric field as the screening due to the electrons will make the electric field inside the nucleus zero. The nuclear EDM can manifest itself in the atorn through interactions with the electrons [4,5,6]. A finite EDM of the nucleus introduces an interaction term in the electron sector of the atom which leads to mixing of opposite parity states and can be observe by measuring the EDM of the atom.

Let $\rho_{q}(r)$ and $\rho_{d}(r)$ represent the normalized electric charge and dipole moment density of the nucleus. Though the charge distribution of the nucleus is solely decided by the protons at the nucleon level, the dipole distribution can have contributions from the neutrons
too. The electrons being point particles the electron-nucleus interaction can be written as

$$
\int d^{3} r^{\prime}\left[-\frac{\rho_{q}\left(r^{\prime}\right)}{\left|\vec{r}-\vec{r}^{\prime}\right|}+\vec{\mu}_{N} \rho_{d}\left(r^{\prime}\right) \cdot \vec{\nabla}^{\prime}\left(\frac{1}{\left|\vec{r}-\vec{r}^{\prime}\right|}\right)\right]
$$

where the $\vec{\mu}_{N}$ is the nuclear electric dipole moment. In this form of the nucleus-electron interaction we have neglected the interaction of the intrinsic electric dipole moment of the electrons with the nuclear electric field. This is valid if the atom under consideration is a closed-shell, where the net contribution from the electron EDM cancel out. For a many electron system these interaction terms can be written as

$$
-\sum_{i} \int d^{3} r^{\prime}\left[\frac{\rho_{q}(r)}{\left|\vec{r}_{i}-\vec{r}^{\prime}\right|}+\vec{\mu}_{N} \rho_{d}\left(r^{\prime}\right) \cdot \vec{\nabla}^{\prime}\left(\frac{1}{\left|\vec{r}_{i}-\vec{r}^{\prime}\right|}\right)\right]
$$

Thus the atomic Hamiltonian is

$$
H=H_{\mathrm{atom}}-\sum_{i} \vec{\mu}_{N} \rho_{d}\left(r^{\prime}\right) \cdot \vec{\nabla}^{\prime}\left(\frac{1}{\left|\vec{r}_{i}-\vec{r}^{\prime}\right|}\right)
$$

where

$$
H_{\mathrm{atom}}=\sum_{i}\left\{t_{i}-Z \int d^{3} r^{\prime} \frac{\rho_{q}\left(r^{\prime}\right)}{\left|\vec{r}_{i}-\vec{r}^{\prime}\right|}+\sum_{j>i} \frac{1}{r_{i j}}\right\}
$$

The infinitesimal displacement operator $Q$ with respect to the electrons can be written as

$$
Q=\frac{-i}{Z} \vec{\mu}_{N} \cdot \sum_{i} \vec{\nabla}_{i}^{\prime}
$$

The commutation of the displacement operator with the atomic Hamiltonian gives

$$
\left[Q, H_{\text {atom }}\right]=i \vec{\mu}_{N} \cdot \sum_{i} \int d^{3} r^{\prime} \rho_{q}\left(r^{\prime}\right) \vec{\nabla}^{\prime}\left(\frac{1}{\left|\overrightarrow{r_{i}}-\overrightarrow{r^{\prime}}\right|}\right)
$$

The atomic Hamiltonian can be written using the displacement operator as

$$
H=H_{\mathrm{atom}}+i\left[Q, H_{\mathrm{atom}}\right]-\sum_{i} \int d^{3} r^{\prime}\left(\rho_{d}\left(r^{\prime}\right)-\rho_{q}\left(r^{\prime}\right)\right) \vec{\mu}_{N} \cdot \vec{\nabla}_{i}^{\prime}\left(\frac{1}{\left|\vec{r}_{i}-\vec{r}^{7}\right|}\right)
$$

In the above expression if the charge distribution is the same as the dipole distribution then the third term does not contribute. The total Hamiltonian $H$ can be written in terms of the finite displacement operator $e^{(i Q)}$ by subtracting the higher order terms as

$$
H=e^{i Q} H e^{-i Q}+\frac{1}{2}\left[Q,\left[Q, H_{\mathrm{atom}}\right]\right]+\ldots
$$

Consider the interaction term linear in $\mu_{N}$ with further simplifications it assumes the form

$$
H_{S}=\sum_{i} \frac{\vec{S}}{I(I+1)} \cdot \vec{\nabla}\left(4 \pi \delta\left(\vec{r}_{i}\right)\right),
$$

where the vector coefficient $\vec{S}$ in the above expression is the Schiff moment which is purely a nuclear property and the remaining part are in the electron co-ordinate. For computing the atomic EDM within the electron sector the contribution from the nuclear sector can be treated as a parameter which can be estimated from the experimental results. The above expression is the effective Schiff moment interaction Hamiltonian in the electron co-ordinate.

### 2.3.2 The Schiff Moment Matrix Element

The delta function in the expression for the effective Schiff moment Hamiltonian implies that the contribution from the electron sector will be non-zero if the electronic wavefunction is finite within the nucleus. With this condition only the $s$ and $p *$ orbitals need to be considered in the electronic matrix elements as these are the only orbitals which are finite within the nucleus. To get the general form of the matrix element consider the two orbitals $n^{\prime} p *$ and $n s$, the matrix element between these orbitals is

$$
\left\langle n^{\prime} p *\right| H_{S}|n s\rangle=\frac{S}{I(I+1)} \vec{I} \cdot \int d^{3} r \psi^{*}\left(n^{\prime} p *\right) \psi(n s) \vec{\nabla}(4 \pi \delta(\vec{r})) .
$$

Let the direction of quantization be the $z$-axis, then only those dynamic variables along this axis are the observables. Taking the $z$-component alone in terms of spherical polar coordinate system

$$
\delta(\vec{r})=\left(\frac{1}{r^{2}}\right) \delta(r) \delta(\phi) \delta(\cos \theta) \text { and } \frac{\partial}{\partial z}=\cos \theta \frac{\partial}{\partial r}-\left(\frac{1}{r \sin \theta}\right) \frac{\partial}{\partial \theta}
$$

Taking stretched orbitals ie the orbitals with $m=1 / 2$. After the integration over spin component, the orbital component of the integrand in relativistic form is

$$
\frac{-1}{r^{2} \sqrt{3}}\left[P_{n^{\prime} 1}^{*}(r) P_{n-1}(r) Y_{10}^{*}(\theta, \phi) Y_{00}(\theta, \phi)+Q_{n^{\prime} 1}^{*}(r) Q_{n-1}(r) Y_{00}^{*}(\theta, \phi) Y_{10}(\theta, \phi)\right]
$$

In the above expression the radial parts are real and using the properties of the spherical harmonics can be simplified to the form

$$
\frac{-1}{4 \pi r^{2}} \cos \theta\left[P_{n^{\prime} 1}^{*}(r) P_{n-1}(r)+Q_{n^{\prime} 1}^{*}(r) Q_{n-1}(r)\right]=\frac{-1}{4 \pi r^{2}} f(r, \theta) .
$$

The whole of the integrand being independent of $\phi$ the integration over $\phi$ is quite trivial. After integration by parts and combining all the expressions, the form of the required integration over the electron coordinate is

$$
\begin{aligned}
& \frac{S}{I(I+1)} I_{z} \iint d r d \Omega \delta(\vec{r}) \frac{\partial}{\partial z}(f(r, \theta)) \\
= & \frac{S}{I(I+1)} I_{z} \iint d r d(\cos \theta) \frac{1}{r^{2}} \delta(r) \delta(\cos \theta)\left(\cos \theta \frac{\partial}{\partial r}-\left(\frac{1}{r \sin \theta}\right) \frac{\partial}{\partial \theta}\right) f(r, \theta)
\end{aligned}
$$

The first term does not contribute to the integration as it is proportional to $\cos ^{2} \theta$ and integration over $\cos \theta$ in presence of $\delta(\cos \theta)$ makes it zero. The second term in the integrand is independent of $\cos \theta$ and hence the integration over $\cos \theta$ gives unity and only the integration over the radial coordinate remains.

$$
\begin{align*}
\left\langle n^{\prime} p *\right| H_{S}|n s\rangle & =\frac{S}{I(I+1)} I_{z} \int d r \frac{\delta(r)}{r^{3}}\left[P_{n^{\prime} 1}(r) P_{n-1}(r)+Q_{n^{\prime} 1}(r) Q_{n-1}(r)\right] \\
& =\frac{S}{I(I+1)} I_{z}\left[\frac{1}{r^{3}}\left(P_{n^{\prime} 1}(r) P_{n-1}(r)+Q_{n^{\prime} 1}(r) Q_{n-1}(r)\right)\right]_{r=0} \tag{2.6}
\end{align*}
$$

This is required expression for the matrix element of the effective Schiff moment operator with $s \leftrightarrow p *$ approximation.

### 2.3.3 Computation of Schiff Moment

Consider the matrix element (2.6), the contribution from the electronic part alone is

$$
\begin{equation*}
\mathcal{B}=\left[\frac{1}{r^{3}}\left(P_{n^{\prime} 1}(r) P_{n-1}(r)+Q_{n^{\prime} 1}(r) Q_{n-1}(r)\right)\right]_{r=0} \tag{2.7}
\end{equation*}
$$

Since $\mathcal{B}$ is evaluated at the origin, its evaluation requires the value of $\left(P_{n^{\prime} 1}(r) Q_{n-1}(r)+\right.$ $\left.Q_{n^{\prime} 1} P_{n-1}(r)\right)$ at the first few grid points near the origin. In the final expression no components should be proportional to negative power in $r$, if not the expression when evaluated at $r=0$ will diverge.

Using the orbital in the form given in (2.3), near the origin a power series expansion of the radial part can be done[7]. Similarly, the $r$ dependent part in (2.6) can also be expressed in power series and the most general form of expansion is

$$
\begin{equation*}
\left(P_{n^{\prime} 1}(r) P_{n-1}(r)+Q_{n^{\prime} 1}(r) Q_{n-1}(r)\right)=\sum_{i=1}^{N} a_{i} r^{i} \tag{2.8}
\end{equation*}
$$

Where $N$ is the order to which the power series is to be taken and $a_{i}$ is the coefficient of the $i^{\text {th }}$ order term in the expansion. Since the orbitals satisfy the boundary conditions $|\psi\rangle=0$ at $r=0, \infty$ the constant term that is $i=0$ has been avoided in the expansion. The disadvantage of using this form of expansion is that if the terms with $i<3$ contributes then the Schiff moment diverges as (2.8) has to be divided by $r^{3}$ and evaluated at $r=0$. On the other hand if the power series starts from $i=3$ then the coefficient of $r^{3}$ is the required electronic component contribution to the atomic EDM arising from the Schiff moment.

Given the values of $\left(P_{n^{\prime} 1}(r) P_{n-1}(r)+Q_{n^{\prime} 1}(r) Q_{n-1}(r)\right)$ at the first few grid points, the coefficients $a_{i}$ can be evaluated by using generalized least square fit algorithms. The power series expansion is appropriate only in the region close to the origin, beyond the first few grid points the exponential parts in the orbital starts to dominate and this no longer holds. As a check, the terms $a_{1} r$ and $a_{2} r^{2}$ are also included in the least square fit, these terms can be neglected if the coefficients $a_{1}$ and $a_{2}$ are very small compared to $a_{3}$. This was found true for the matrix element involving orbitals $6 s$ and $6 p *$ for atomic Yb . As in the case of electron-nucleus TPT-interaction, the outermost orbital $6 s$ in Yb with the admixture introduced by $H_{S}$ can be written as

$$
|\widetilde{6 s}\rangle=|6 s\rangle+\left|6 s^{\text {corr }}\right\rangle=|6 s\rangle+\sum_{n^{\prime}=6}^{\infty}\left|n^{\prime} p *\right\rangle \frac{\left\langle n^{\prime} p *\right| H_{S}|6 s\rangle}{\epsilon_{6 s}-\epsilon_{n^{\prime} p *}},
$$

The next step in the computation of the atomic EDM due to the Schiff moment is to compute the expectation value of the dipole operator. That is, the expression for the atomic EDM arising from the Schiff moment involving only the most important orbitals in atomic Yb is

$$
\vec{D}_{a}=\langle\widetilde{6 s}| \vec{d}|\widetilde{6 s}\rangle=2 \sum_{n^{\prime}=6}^{\infty} \frac{\langle 6 s| \vec{d}\left|n^{\prime} p *\right\rangle\left\langle n^{\prime} p *\right| H_{s}|6 s\rangle}{\epsilon_{6 s}-\epsilon_{n^{\prime} p *}} .
$$

This expression is similar to (2.5) except for the replacement of $H_{\text {PTV }}$ by $H_{S}$. A major difference in the form of the atomic EDM induced due to $H_{\text {PTV }}$ and $H_{S}$ is; the matrix element of $H_{S}$ is evaluated within the nuclear region but for the first few points from the origin, whereas for $H_{\text {PTV }}$ all the points within the nuclear region are considered.

### 2.4 Experiments to Measure Atomic EDM

Norman F. Ramsey's experiments on neutron EDM measurement was the first effort in measuring the intrinsic EDM of a system[8]. Though the initial quest of neutron EDM was as a signature of P -nonconservation it was later proved that it is also a signature of T-reversal violation[9]. This was followed by experiments in atomic systems. The first experiment in atomic system to measure EDM was on atomic caesium[10]. Atomic caesium was chosen as it is sensitive to electron EDM due to its open-shell structure. Later, experiments were carried out with closed-shell atoms to probe the contribution from the nuclear sector to the atomic EDM. As the present study is limited to atomic EDM which involves the nucleus the description of the experiments will be limited to closed-shell atomic systems.

### 2.4.1 General Principle

Let $\vec{D}_{a}$ and $\vec{\mu}$ be the intrinsic EDM and magnetic dipole moment of a closed-shell atom and $\vec{I}$ be the nuclear spin of the atom. Since $\vec{I}$ is the only the vector quantity associated with the atom it is also the direction of quantization. The EDM of the atom can be rewritten as $D_{a} \vec{I}$. In the presence of a constant external electric field $\vec{E}$ and a magnetic field $\vec{B}$, the interaction Hamiltonian is

$$
H=\frac{-1}{I}\left(D_{a} \vec{I} \cdot \vec{E}+\mu \vec{I} \cdot \vec{B}\right) .
$$

Due to which the atom precess about the direction of the fields. The precession frequency $\omega_{0}$ is different for different relative orientations of $\vec{E}$ and $\vec{B}$. In addition to the term linear in external electric field, there is Stark shift which has quadratic dependence on the external electric field. The quadratic Stark shift is a weak field effect. Whereas the shift due to the atomic EDM is independent of the electric field strength. The required measure of atomic EDM is the signal that is linearly dependent on the external electric field.

Reversing the direction of $\vec{E}$ flips the sign of its contribution to the interaction Hamiltonian but the term due to $\vec{B}$ remains unaltered. The difference in the Larmor precession frequency when the alignment of $\vec{E}$ and $\vec{B}$ is switched from parallel to antiparallel is $\delta \omega_{0}=2 D_{a} E / I \hbar$. Various other spurious signals in the experimental setup can also be
detected and accounted for by doing the experiment in various relative field alignments. Once the Larmor frequency shift is measured the atomic EDM can be extracted as

$$
D_{a}=\frac{I \hbar \delta \omega_{0}}{E} .
$$

Though Larmor frequency by origin refer to the frequency of precession of a particle with magnetic moment in a constant magnetic field, here it is used for the precession of a particle with electric dipole moment in a constant external electric field. The principle of the experiment is fairly straightforward but it is a deception. As the quantity of measurement $D_{a}$ is extremely small it is one among the most challenging physics experiments. Some of the experimental setups has the best precision and accuracy in the present day physics experiments.

### 2.4.2 Experimental Setup

The importance of these atomic experiments lies in its contribution to the understanding of the theory of particle physics and challenge lies in removing all the unwanted signals and extracting the true signal of atomic EDM plus the accuracy and precision required. The heart of the experimental setup is the atoms used for the measurement and the external electric and magnetic fields. Using the traditional techniques this can be done in two ways: first the atoms are confined within a cell sandwiched between electric field plates along one axis and magnetic field poles along another axis[11] and second use a vertical beam of atoms and apply the external fields along the path[12]. The accuracy of these techniques are limited by the motional magnetic field $\vec{B}_{\text {mot }}$ and other associated systematic errors; since the atoms are moving with a velocity $\vec{v}$ it experiences a magnetic field $\vec{B}_{\text {mot }}=\vec{E} \times \vec{v} / c$, which can mimic the EDM signal.

The atomic cell experiments are resonant flourescence experiments. It has two atomic cells sandwiching an electric field plate between them. Two more electric plates are fixed on the parallel faces to the first plate. This configuration of the electric plates make it easier to maintain the required voltages and the electric field in the two cells are opposite in sign. The cells are filled with a mixture of the atoms of interest and a buffer gas. The buffer gas prevents the atoms from sticking on the cell walls. The magnetic field poles are
then added. Though the atoms precess due to the combined effect of $\vec{E}$ and $\vec{B}$, it can be considered as a collection of classical magnetic dipoles precessing with a Larmor frequency $\omega_{\mathrm{L}}$ in an effective magnetic field. The precession frequency of the atoms is measured by shining a circularly polarized laser beam, where the polarization is modulated with a frequency $\omega$. Resonance occurs when $\omega$ is equal to $\omega_{\mathrm{L}}$ and the required signal is the transmitted intensity which is circularly polarized with the polarization modulated at the frequency $2 \omega$.

The atomic beam experiments uses a vertical beam of atoms, vertical beams are used to avoid the curved trajectory due to Earths gravity. Once the atoms comes out from the atomic oven they pass through a state selection chamber. The state selection chamber maximizes the population of the atoms in a particular state and are then passed through an evacuated chamber where a constant electric field $\vec{E}$ and magnetic field $\vec{B}$ are applied. Within the $\vec{E}$ and $\vec{B}$ chamber the atomic states gets remixed due to the interaction of the electromagnetic-magnetic fields with the atomic EDM. The degree of remixing is a function of the atomic EDM, so once this is measured the atomic EDM can be extracted. The degree of remixing is measured by shining a probe laser beam. To compensate for any effect due to velocity gradient of the atoms due to gravity, the experiment is done with two atomic beams; one downgoing atomic beam and another upgoing. This cancels the effect of velocity dependence.

Both the experimental schemes has certain common drawbacks, they are as listed below:

- In both the schemes the atoms of interest are spread across a large region. It is difficult to keep the electromagnetic-magnetic fields uniform when the region is large but it is essential for the experiment. When the electromagnetic-magnetic fields are not uniform there can be signals which are similar to the atomic EDM signal.
- Both the experiments involve atoms having a velocity distribution, which cannot be neglected. This contributes to the velocity dependent motional magnetic field $\vec{B}_{\text {mot }}$, which is an unwanted effect as it can mimic the atomic EDM signal.

A part of the first problem can be avoided by polarizing the atoms using laser beams of
appropriate frequency[13] and do away with the need for external magnetic field. Whereas the electric field is still required, a solution to this problem is to confine the atoms to a small region in space. For the second problem the solution is to make the atoms static, which if done in a collection of atoms will cause condensation. As the atoms are required in a gas phase the required solution is to maintain the atoms in gas phase with minimum possible velocity distribution. As the velocity distribution is defined by the temperature of the atoms, this can be done by lowering the temperature of the atoms.

Among the recent techniques developed in atomic physics the method of "laser cooling and trapping of atoms" when used can improve the accuracy of the experiments in terms of the contamination from the motional magnetic field and the spread of the atomic cloud. This will be topic of the following sections.

### 2.5 Laser Cooling of Atoms

The basic idea of laser cooling is to slow down atoms using radiation pressure due to incoherent resonance scattering [14, 15]. The resonant frequency of an atom in motion undergoes Doppler shift and when it encounters a photon of appropriate frequency, the photon is absorbed and imparts its momentum to the atom. There is a net loss of momentum along its original direction of motion when the atom re-emits the photon by spontaneous decay. This is because the photon emitted by spontaneous decay mechanism has no preferential direction where as it absorbs photons coming from a definite direction. Steps of resonant absorption followed by spontaneous emission is called one flourescence cycle. After one such cycle the velocity of the atom changes, if the source of the photons is monochromatic then they are no longer resonant with the atoms. Hence further slowing down of the atom by flourescence cycle stops. This can be overcome in the following ways:

- Use a chirped laser, where the frequency of the photons emitted is not monochromatic but within a range and varies from the lower frequency to the higher over a suitable time period. The atoms then remain resonant till the highest component in the range and the diffusion heating due to spontaneous emission sets the limit on the cooling effect.
- If the atomic levels employed are appropriate vary the magnetic field within the cooling region such that as the atom slows down the resonant frequency reduces. This technique is called as Zeeman cooling.

Both techniques have been successfully used in cooling atoms[16, 17]. The drawback of a single laser method is: the atoms are decelerated along one direction-the direction of the laser beam. The effect of spontaneous decay induces a diffusion heating perpendicular to the direction of the laser beam and puts a lower limit on the cooling effect achieved. But this can be avoided and atoms can be further cooled using counterpropagating reddetuned laser beams along $\mathrm{x}, \mathrm{y}$ and z axes. In this laser configuration an atom experiences a damping force independent of its direction of motion and only a static atom experiences no damping force. The diffusion heating due to recoil from spontaneous emission still exists but unlike in the unidirectional cooling, it is in equilibrium with the cooling force. The lower temperature limit to which the atoms can cooled is called the Doppler cooling limit.

Let $\omega_{0}$ and $\omega_{L}$ be the resonant frequency of the atom and the laser frequency. The optimum conditions are achieved when the life-time of the excited state $\tau$ satisfies the condition $\left(\omega_{0}-\omega_{L}\right)=1 / 2 \tau$. The minimum temperature $T$ the atoms can be cooled is

$$
T=\frac{\hbar}{2 k_{\mathrm{B}} \tau},
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant. Using the appropriate quantities the Doppler cooling limit is $125 \mu \mathrm{~K}$ for caesium and $240 \mu \mathrm{~K}$ for sodium. When experiments were carried out, it was found that atoms were at much lower temperatures than the Doppler cooling limit. This has been explained with other cooling mechanisms-polarization gradient coolingother than the Doppler cooling present in the setup. In these setups the atoms are slowed down due to dissipative force arising from incoherent resonant scattering and atoms are not confined by a potential.

### 2.6 Laser Trapping of Atoms

Trapping an atom is: confining it to a limited region by creating a potential such that to escape from it requires a certain amount of kinetic energy. This is relatively easy for
charged particles where an electric field configuration can confine it. But for electrically neutral systems like atoms it is not so straight forward as the force exerted on it by an electromagnetic-magnetic field is very small. Other than the static electric field, the other forms of potentials that can be employed are the magnetic field and strong laser fields that can induce a dipole moment in the atom. Depending on the form of the field used there are different kinds of atom traps. The most important for the present study is the magnetooptical trap(MOT), with which an experimental measurement of EDM of atomic Yb has been proposed. The trapping techniques are briefly described in the following sections to give a starting point for the Yb EDM experiment. Though MOT is the technique used, for completeness the other methods of atom traps are also described.

### 2.6.1 Magneto-Optical Traps(MOT)

This method can be applied to atoms which has a magnetic dipole moment, which arises from the nuclear spin $\vec{I}$. The magnetic dipole moment makes the atom sensitive to an external magnetic field. If $\vec{\mu}$ is the magnetic dipole moment of the atom and $\vec{B}$ the external magnetic field then the interaction Hamiltonian is

$$
H_{\mathrm{int}}=-\vec{\mu} \cdot \vec{B}=g \mu_{\mathrm{B}} I_{Z}|B|,
$$

where $g$ is the Lande $g$-value, $\mu_{\mathrm{B}}$ is the Bohr magneton and $I_{z}$ is the magnetic quantum number of the atom. The product of these three quantities give the magnetic dipole moment component along the direction of the external magnetic field.

The depth of the potential created using magnetic fields is very shallow, for atoms with a magnetic dipole moment of 1 Bohr magneton a magnetic field of 1 tesla can create potential with trap depth of 1 K . It was first applied successfully to ultracold neutrons [18].

As the trap depth is small the atoms are cooled before injecting them into the trap region. The trap region is a quadrupole magnetic field created by two coaxial coils. The magnetic field created by the coils has low field region at the center and increases radially away from the center. An atom with its magnetic dipole moment antiparallel to the magnetic field has minimum potential energy in the central region and increases as it is displaced to the outer regions of stronger field. Thus for the antiparallely aligned atoms
the magnetic field forms a potential well. For the antiparallel atoms it form a potential hill. But the depth of the potential well is too small to be effective in trapping a sizable number of atoms. This is about the magnetic part of the trapping field configuration.

The optical field is created by counter-propagating red-detuned lasers crossing the center of the magnetic field. The gradient in the magnetic field with distance from the center creates a gradient in the zeeman level separations. This arrangement generates a dissipative force on an atom: as the atom moves away from the center at some point the zeeman level separation is resonant with the Doppler shifted laser photon. When this occurs there is a resonant absorption of the laser photon by the atom. Since the laser beams are red-detuned the resonance happens only with the laser propagating opposite to the atomic velocity. The net effect is that, under ideal conditions the motion of an atoms execute a damped harmonic oscillator till it settles down at the center of the field.

### 2.6.2 Laser Traps

In MOT the trapping potential was created by the magnetic field and the Zeeman splitting combined with the red-detuned laser beams provided a dissipative force. That is MOT has two components one is the trapping potential and the other mechanism which continually drive atoms to the bottom of the potential well. An atom trap with these components but purely with laser fields can be created. Where the force is created due to intensity gradient and radiative in origin. It is given by the relation

$$
F_{\text {dipole }}=\chi|\nabla(I)|,
$$

where $\chi$ is the atomic polarizability and $I$ is the laser field intensity. The force arises from the in-phase interaction between the induced atomic dipole moment and the laser field.

When an atom is subjected to a very intense laser field, it induces an oscillating electric dipole in the atom. This interacts with the laser field itself. If electric field of the laser field has a gradient due to intensity inhomogeneity, then it exerts a force on the atom. This force is called as dipole force. The nature of the dipole force is such that with red-detuned laser fields the atoms in ground state are driven towards the strong field region-high laser intensity region. With blue-detuned laser field, the atoms are driven towards low intensity
region. Thus with proper fine-tuning a suitable trap potential can be created. As in MOT the trap potential is still not substantial and other mechanisms can heat up the atoms.

In practice the required intensity profile of the laser field is produced by strong focusing of a laser beam with gaussian profile. As in MOT to counteract the heating mechanisms, counter propagating laser beams are used to cool the atoms. The disadvantage of the trap is the high laser intensity required which complicates the heating and cooling procedures and the small size of the trap area. The later can be a boon for collective systems like molecules, where a tightly focused laser beam can be used to manipulate them-optical tweezers.

### 2.6.3 Magnetic Traps

The simplest atomic trap with magnetic fields alone is the quadrupole magnetic field created with two co-axial coils. Though there is a region of low magnetic field no static magnetic field has minima. This can be remedied by introducing a time variation to the magnetic field such that the time-averaged potential assumes the form of a harmonic potential. The trap potential created is called as time-averaged orbiting potential(TOP). This has been successfully used by Wieman and co-workers to observe Bose-Einstein condensation for the first time using Rb vapour[19].

Another magnetic field configuration that can be used for neutral atom trapping is a combination of the dipole field created by a coil and quadrupole field created by four wires. This uses Earths gravitational force of attraction on the atom. The magnetic coil is placed with its plane parallel to the ground, such that the force on an atom from the magnetic field balances the gravitational pull on it. This creates a potential energy gradient along the vertical direction-along the axis of the coil, but has no horizontal confinement.

The horizontal confinement is created by using four vertical wires which are arranged along the vertices of a rectangle. Each wire carry currents in a direction opposite to its neighbors. This creates a quadrupole field which has minimum field intensity at the central region.

### 2.7 The Yb Experimental Setup Using Laser Cooling and Trapping Techniques

The Doppler-cooling technique [20] combined with the method of polarization-gradient cooling[21] can cool atoms to sub-Doppler temperatures of around one micro-Kelvin. These cold atoms can be confined in space by a dipole-force trap with a far-off-resonant laser light[22]. Laser-manipulated atoms have many advantages for the search of permanent atomic EDMs. First, the motional magnetic field $\vec{v} \times \vec{E}$ is small, where $\vec{v}$ is the velocity of an atom and $\vec{E}$ is the static electric field applied for EDM measurement. Second, long observation of cold atoms with virtually no perturbation can be realized by a blue-detuned-dipole-force trap. In fact, the measurement of hyperfine coherence time as long as 4 seconds has been performed for sodium atoms [22]. A blue-detuned trap is better for our purpose than a red-detuned one because the atoms are located in the region without the laser light in the former trap whereas in the latter trap atoms are always subject to a strong trap beam. In addition, since the atoms are well localized, the spatial inhomogeneities of the external electric and magnetic fields are small over the sample region. Third, the application of large electric field is possible in the high-vacuum chamber used in laser cooling experiment unlike in vapour cells. The imperfect reversal of the electric field and the current leakage, which are limiting systematics in the vapour cell EDM measurement[13], can also be overcome in the laser trap configuration.

Thus, the key to the atomic EDM search is to find an atom which can enjoy the advantages of the laser cooling technique as well as sensitivity enhancement. Groups at Stanford [22, 23] and Texas[24] have proposed EDM searches with laser cooled alkali atoms. The enhanced sensitivity to an intrinsic electron EDM makes atomic caesium important. The paramagnetism of the ground-state, however, causes serious problems of cold atom collisions [24], which limits the accuracy of an EDM experiment. Therefore, if one searches for an atomic EDM arising from hadron-related interactions, it would be appropriate to use closed-shell atoms. From an experimental viewpoint, the diamagnetism of the ground state of closed-shell atoms overcomes the difficulty due to cold collisions, and it also indicates that one can measure nuclear contribution without the disadvantage of having to
deal with a large electron magnetic moment. From theoretical point of view, apart from being sensitive to the Schiff moment and other T -violating hadron interactions, its large sensitivity to the tensor-pseudotensor(T-PT) electron-nucleon interaction as shown for a Yb atom by our calculation in this paper makes it a good choice for probing the atomic EDM from the lepton-hadron interaction sector. Atomic Yb is an excellent candidate for applying the laser cooling technique. The ground-state ${ }^{1} S_{0}\left(0 \mathrm{~cm}^{-1}\right)$ and the excited state ${ }^{1} P_{1}\left(25068.222 \mathrm{~cm}^{-1}\right)$ can be considered as a closed two-state system, when the transition between them for cooling. There is, therefore, no need of an additional laser for re-pumping which is required in the case of alkali atoms. Also, high-power and narrowbandwidth 398.8 nm light source for laser cooling, which tunes the ${ }^{1} S_{0}-{ }^{1} P_{1}$ transition, is obtained by resonant frequency-doubling of Ti:sapphire laser. A short radiative lifetime of $5.5 \mathrm{~ns}[25]$ of ${ }^{1} P_{1}$ state would enable one to rapidly repeat the absorption-spontaneous emission cycle, which means that a large force can be exerted on Yb atoms. For example, the distance required for slowing a fast atomic beam from an oven of 700 K could be shorter than 20 cm with cooling laser of saturated intensity. Thus, a large solid angle from the Yb oven is utilized, which permits the use of a large number of atoms for the experiment. We have recently succeeded in laser cooling and trapping of Yb atoms using this transition[26, 27]. This singlet transition would be also useful for optical pumping and dipole-force-trapping. In addition, the intercombination transition ${ }^{1} S_{0}-{ }^{3} P_{1}(17992.007$ $\mathrm{cm}^{-1}$ ) is complementary to the singlet transition in that the radiative lifetime of ${ }^{3} P_{1}$ state is as long as $827 \mathrm{~ns}[25]$. Although this transition cannot be used for slowing a fast atom, it may be useful for a second cooling because it makes the Doppler-cooling temperature as low as $4 \mu \mathrm{~K}[28]$.

The procedure of the atomic EDM measurement with laser cooled Yb atoms will be as follows( see Fig. 1 ): First, a fast atomic beam from a hot oven will be slowed down by the Zeeman-tuning method. After this pre-cooling stage, the atoms will be trapped and cooled by the magneto-optical trap(MOT)[29]. A high density and large number of atoms would be loaded into the MOT within several seconds. Then the atomic beam and magnetic field for MOT will be turned off. At the same time the detunings of the trapping laser beams will be changed and it's intensity reduced to produce moving optical mollasses in the


Figure 2.1: Proposed experimental setup. A fast atomic beam from a hot oven will be slowed down by the Zeeman-tuning method, and then the atoms will be magneto-optically trapped. The atoms are launched to the EDM measurement region by changing the detunings of the trapping laser beams. A high power laser beam will trap the atoms by far-blue-detuned dipole force. After polarizing the spin by optical pumping, a probe laser will monitor the Larmor precession frequency.
micro Kelvin region by the polarization-gradient cooling method. When the atoms reach the EDM measurement region where a high static electric field is applied, a high power laser for a far-blue-detuned dipole force trap[30] will be turned on. Optical pumping will be also performed to polarize the nuclear spin by the application of a circularly polarized resonant light pulse[31]. Finally an additional laser beam will probe the Larmor precession frequency. The loading and measurement procedure will be repeated many times to reduce the statistical uncertainty.

Our proposal [32] has other advantages. As pointed out earlier in this paper, the electron-spin-exchange collisions between cold Cs atoms cause shift and dephasing of Zeeman sublevel resonance[24]. In the case of Yb atoms, however, the cold collisions have negligible effect because the Yb atom has no electron spin in the ground-state. Among
seven isotopes, ${ }^{171} \mathrm{Yb}$ and ${ }^{173} \mathrm{Yb}$ have nuclear spins $I=1 / 2$ and $I=5 / 2$, respectively. and so are useful for EDM search. The comparison of results of these two isotopes would be helpful in eliminating some systematic errors in the experiments. The existence of nuclear quadrupole moment of ${ }^{173} \mathrm{Yb}$ will not cause significant problems because of the good homogeneity of electric field over the small sample region and absence of wall collision in our experiment.

We also propose the use of the polarization technique to measure the EDM. In the conventional cell experiments[11, 13], a particular component of spin polarization, $S_{z}$ for example, is detected through absorption of a circularly-polarized probe light traversing in the $z$ direction. Since the laser cooled atoms have quite narrow optical linewidth, the absorption signals would suffer large random variations due to the frequency-jitter of the probe laser. Also, the optical thickness of dense cold atoms is so high at resonance that the probe light is significantly attenuated and will not be so sensitive to the change of $S_{z}$. In the polarization technique, on the other hand, $S_{z}$ is detected through paramagnetic Faraday effect[31] where rotation of polarization is induced by $S_{z}$ for linearly polarized off-resonant light traversing in the $z$ direction. At sufficiently large off-resonance, a probe light is not attenuated, and also the signals are less sensitive to the frequency-jitter.
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## $\mathfrak{C l}$ fapter 3

# Configuration Interaction and Many-Body Perturbation Theory Based 

## Atomic Many-Body Theories

### 3.1 Description of the Atomic States

The Dirac-coulomb Hamiltonian of an atom is

$$
\begin{equation*}
H_{\mathrm{atom}}=\sum_{i}\left(c \alpha_{i} \cdot p_{i}+(\beta-1) c^{2}-\frac{Z}{r_{i}}\right)+\sum_{i>j} \frac{1}{r_{i j}} . \tag{3.1}
\end{equation*}
$$

Define $U_{\mathrm{DF}}$ as the independent particle central field Dirac-Fock potential then the atomic Hamiltonian can be redefined as

$$
\begin{align*}
H_{\mathrm{atom}} & =\sum_{i}\left(t_{i}+U_{\mathrm{DF}}\right)+V_{\mathrm{es}}=\sum_{i} h_{i}+V_{\mathrm{es}}=H_{0}+V_{\mathrm{es}},  \tag{3.2}\\
V_{\mathrm{es}} & =\sum_{i>j} \frac{1}{r_{i j}}-U_{\mathrm{DF}} \text { and } t_{i}=c \alpha_{i} \cdot p_{i}+\left(\beta_{i}-1\right) c^{2}-\frac{Z}{r_{i}},
\end{align*}
$$

then single electron Hamiltonian $h_{i}$ satisfies the Schrodinger equation

$$
h\left|\psi_{i}\right\rangle=\epsilon_{i}\left|\psi_{i}\right\rangle .
$$

Where $\left|\psi_{i}\right\rangle$ is orbital and $\epsilon_{i}$ is the single particle energy. A set of orbitals $\left\{\left|\psi_{i}\right\rangle\right\}$ can be got from the above eigenvalue equation and from it a set of configuration state functions(CSFs) $\left\{\left|\Phi_{i}\right\rangle\right\}$ can be constructed.

A CSF is a linear combination of determinants identified by the quantum numbers $\gamma$, total angular momentum $J$ and total magnetic quantum number $M$. Where $\gamma$ is
an additional quantum number required to define the CSF uniquely. The atomic state function(ASF) can then be got as a linear combination of these CSFs. An ASF is defined by the same $J$ and $M$ but with a different additional quantum number $\Gamma$ to identify each of the ASF uniquely

$$
\left|\Psi\left(\Gamma_{i} J M\right)\right\rangle=\sum_{j} \mathcal{C}_{i j}\left|\Phi\left(\gamma_{j} J M\right)\right\rangle
$$

ASFs are eigen-functions of the atomic Hamiltonian and satisfies the Schrodinger equation

$$
H_{\mathrm{atom}}\left|\Psi\left(\Gamma_{i} J M\right)\right\rangle=E_{i}\left|\Psi\left(\Gamma_{i} J M\right)\right\rangle
$$

where $E_{i}$ is the energy eigenvalue of the ASF. While computing matrix elements of operators it is summed over $M$ and effectively it is the quantum numbers $\Gamma$ and $J$ that identifies an ASF. In addition as $H_{\text {atom }}$ commute with the parity operator $P$ the CSFs and ASF are parity eigenstates. Using the orbitals a single particle computation can be done by introducing $H_{\text {PTV }}$ and $V_{\text {es }}$ as perturbations [1]. Here only the Configuration based methods CI and modified CI, and Bloch equation based MBPT methods are discussed.

### 3.2 CI Method Based Computations

### 3.2.1 Computation of EDM with CI Wave-Functions

From definition an $\operatorname{ASF}\left|\Psi_{i}\left(\Gamma_{i} J M\right)\right\rangle$ within a CSF space $\left\{\left|\Phi_{j}\left(\gamma_{j} J M\right)\right\rangle\right\}$ is

$$
\left|\Psi\left(\Gamma_{i} J M\right)\right\rangle=\sum_{j} \mathcal{C}_{i j}\left|\Phi\left(\gamma_{j} J M\right)\right\rangle
$$

In the CI method the CSF co-efficients $\mathcal{C}_{i j}$ are got after diagonalizing the atomic Hamiltonian within the CSF space[4]. Since the atomic Hamiltonian commutes with the parity operator the ASFs are eigen-states of parity. Let $\left\{\left|\Phi_{i}\left(\gamma_{i} J M\right)\right\rangle\right\}$ and $\left\{\left|\bar{\Phi}_{i}\left(\gamma_{i} J^{\prime} M^{\prime}\right)\right\rangle\right\}$ be CSF spaces of opposite parities. Diagonalizing the atomic Hamiltonian within these CSF spaces give two sets of ASFs $\left\{\left|\Psi_{i}\left(\Gamma_{i} J M\right)\right\rangle\right\}$ and $\left\{\left|\bar{\Psi}_{i}\left(\Gamma_{i}^{\prime} J^{\prime} M^{\prime}\right)\right\rangle\right\}$, which are opposite in

Dropping the quantum numbers in general $\left|\Psi_{i}\right\rangle$ represents an ASF in $\left\{\left|\Psi_{i}\left(\Gamma_{i} J M\right)\right\rangle\right\}$ with quantum numbers $\Gamma_{i}, J$ and $M$, similarly $\left|\bar{\Psi}_{i}\right\rangle$ represents the corresponding ASF in opposite parity space with quantum numbers $\Gamma_{i}^{\prime}, J^{\prime}$ and $M^{\prime}$

Let $\left|\Psi_{0}\right\rangle \in\left\{\left|\Psi_{i}\left(\Gamma_{i} J M\right)\right\rangle\right\}$ be the ground state ASF. The PT-violating interactions within the atom introduce opposite parity corrections to the ASFs. It is wrt the mixed parity ground state the expectation value of the dipole operator is to be computed. Let $\left|\widetilde{\Psi}_{0}\right\rangle$ be the mixed parity ground state, using perturbation theory it can be written in terms of the CI wavefunctions as

$$
\left|\tilde{\Psi}_{0}\right\rangle=\left|\Psi_{0}\right\rangle+\sum_{I} \frac{\left|\bar{\Psi}_{I}\right\rangle\left\langle\bar{\Psi}_{I}\right| H_{\mathrm{pTV}}\left|\Psi_{0}\right\rangle}{E_{0}-\bar{E}_{I}}
$$

Where $\bar{E}_{I}$ and $E_{0}$ are the energies of the opposite parity ASFs and the ground state ASF. The atomic EDM is then

$$
\vec{D}_{a}=\left\langle\tilde{\Psi}_{0}\right| \vec{D}\left|\tilde{\Psi}_{0}\right\rangle=2 \sum_{I} \frac{\left\langle\Psi_{0}\right| \vec{D}\left|\bar{\Psi}_{I}\right\rangle\left\langle\bar{\Psi}_{I}\right| H_{\mathrm{PTV}}\left|\Psi_{0}\right\rangle}{E_{0}-\bar{E}_{I}}
$$

which in terms of CSF with CI coefficients can be written as

$$
\vec{D}_{a}=2 \sum_{I i j k l} \mathcal{C}_{0 i} \overline{\mathcal{C}}_{I j} \overline{\mathcal{C}}_{I k} \mathcal{C}_{0 l} \frac{\left\langle\Phi_{i}\right| \vec{D}\left|\bar{\Phi}_{j}\right\rangle\left\langle\bar{\Phi}_{k}\right| H_{\mathrm{PTV}}\left|\Phi_{l}\right\rangle}{E_{0}-\bar{E}_{I}}
$$

This is the required expression of the atomic EDM in terms of the CSFs. This approach requires two diagonalizations, one each in the two opposite parity CSF subspaces. When the number of the CSFs in these subspaces are large the diagonalization approach is less desirable in terms of computational efficiency.

### 3.2.2 Computation of EDM Using Perturbed CI Method

Let the ground state configuration of the atom be $\left|\Phi_{0}\right\rangle$ and $\left\{\left|\Phi_{i}\right\rangle\right\}$ be a set of CSFs which has same parity and total angular momentum as $\left|\Phi_{0}\right\rangle$. The CSF $\left|\Phi_{0}\right\rangle$ does not have any dynamic electron-correlation effects but an ASF $\left|\Psi_{0}\right\rangle$ which includes all the electron-correlation effects within $\left\{\left|\Phi_{i}\right\rangle\right\}$ can be constructed by doing a configuration interaction(CI) calculation with $H_{\text {atom }}$ in $\left\{\left|\Phi_{i}\right\rangle\right\}$. The ground state ASF $\left|\Psi_{0}\right\rangle$ satisfy the Schrodinger equation

$$
\begin{equation*}
H_{\mathrm{atom}}\left|\Psi_{0}\right\rangle=E_{0}\left|\Psi_{0}\right\rangle \tag{3.3}
\end{equation*}
$$

Where $\left|\Psi_{0}\right\rangle=\sum_{i} \mathcal{C}_{0 i}\left|\Phi_{i}\right\rangle, \mathcal{C}_{0 i}$ are the CI coefficients got by diagonalizing the $H_{\text {atom }}$ matrix within $\left\{\left|\Phi_{i}\right\rangle\right\}$. Introduce the parity and time-reversal(PT) violating interaction Hamilto-
nian $H_{\text {PTV }}$ as a perturbation, the total atomic Hamiltonian assumes the form

$$
H=H_{\mathrm{atom}}+H_{\mathrm{PTV}}
$$

As $H_{\text {PTV }}$ does not commute with the parity operator the eigenfunctions of $H$ are no longer parity eigenstates. It introduces an opposite parity correction to the wave-function and since $H_{\mathrm{PTV}}$ scales as $G_{F}$ it should be included to first order only. The Schrodinger equation assumes the form

$$
H\left|\widetilde{\Psi}_{0}\right\rangle=E_{0}\left|\widetilde{\Psi}_{0}\right\rangle, \text { where }\left|\widetilde{\Psi}_{0}\right\rangle=\left|\Psi_{0}\right\rangle+\left|\Psi_{0}^{1}\right\rangle
$$

The perturbation $H_{\text {PTV }}$ introduces no energy correction as it is odd in parity. Let $\left\{\left|\bar{\Phi}_{i}\right\rangle\right\}$ represent the opposite parity configuration space. Expressing $\left|\Psi_{0}^{1}\right\rangle$ as a linear combination of opposite parity configurations, the ground state ASF of $H$ is

$$
\begin{equation*}
\left|\tilde{\Psi}_{0}\right\rangle=\left|\Psi_{0}\right\rangle+\left|\Psi_{0}^{1}\right\rangle=\sum_{i} \mathcal{C}_{0 i}\left|\Phi_{i}\right\rangle+\sum_{m} \overline{\mathcal{C}}_{0 m}\left|\bar{\Phi}_{m}\right\rangle \tag{3.4}
\end{equation*}
$$

where $\overline{\mathrm{C}}_{0 m}$ are the correction coefficients first order in $H_{\mathrm{PTV}}$ but all order in $V_{\text {es }}$ in a restricted configuration subspace. Introduce perturbation parameter $\lambda$, the Schrodinger equation becomes

$$
\begin{equation*}
\left(H_{\mathrm{atom}}+\lambda H_{\mathrm{PTV}}\right)\left(\sum_{i} \mathcal{C}_{0 i}\left|\Phi_{i}\right\rangle+\lambda \sum_{m} \overline{\mathcal{C}}_{\mathrm{Om}}\left|\bar{\Phi}_{m}\right\rangle\right)=E_{0}\left(\sum_{i} \mathcal{C}_{0 i}\left|\Phi_{i}\right\rangle+\lambda \sum_{m} \overline{\mathcal{C}}_{0 m}\left|\bar{\Phi}_{m}\right\rangle\right) \tag{3.5}
\end{equation*}
$$

Project the equation onto $\left|\Psi_{0}^{1}\right\rangle$ and retain the first order terms in $\lambda$. This gives the matrix equation.

$$
\begin{equation*}
\left(\mathbf{E}_{0}-\mathbf{H}_{0}^{--}\right) \overline{\mathcal{C}}=\mathbf{H}_{\mathrm{PTV}}^{-+} \mathcal{C} \tag{3.6}
\end{equation*}
$$

solving this matrix equation will give the required coefficients of the opposite parity CSFs $\overline{\mathcal{C}}_{0 m}$. The expectation value of the atomic EDM can then be computed using the perturbed ASFs as

$$
\vec{D}_{a}=\left\langle\tilde{\Psi}_{0}\right| \vec{D}\left|\tilde{\Psi}_{0}\right\rangle=2 \sum_{i j} \mathcal{C}_{0 i} \overline{\mathcal{C}}_{0 j}\left\langle\Phi_{i}\right| \vec{D}\left|\bar{\Phi}_{j}\right\rangle
$$

Where $\vec{D}$ is the dipole operator. Unlike the earlier approach, in this approach only the ground state CSF space needs to be diagonalized. Using the Bloch equation based formulations the diagonalization can be avoided altogether. Another advantage of using the Bloch equation based formulation is that it requires less memory.

### 3.3 The Computation of EDM using MBPT

MBPT at the single particle level was used in atomic structure calculation by Kelly[5, 6, 7] for the first time to compute correlation energies. Here the computations are at the level of configurations. The $V_{\text {es }}$ part in equation(3.2) can be treated perturbatively by partitioning the configuration space into model and complementary spaces $\left\{\left|\Phi_{i}\right\rangle_{P}\right\}$ and $\left\{\left|\Phi_{i}\right\rangle_{Q}\right\}$ respectively[2]. The model space has configurations which mix strongly with the ground state configuration and the rest of the configurations are included in the complementary space. The projection operators for these CSF spaces are

$$
P=\sum_{i}\left|\Phi_{i}\right\rangle_{P P}\left\langle\Phi_{i}\right|, Q=\sum_{i}\left|\Phi_{i}\right\rangle_{Q D}\left\langle\Phi_{i}\right| \text { and } P+Q=1
$$

The mixing from the complementary space is computed using Rayleigh-Schrodinger perturbation theory. The essence of Rayleigh-Schrodinger perturbation theory is the Bloch equation [8]

$$
\begin{equation*}
\left[\Omega_{\mathrm{es}}, H_{0}\right] P=Q V_{\mathrm{es}} \Omega_{\mathrm{es}} P-\chi_{\mathrm{es}} P V_{\mathrm{es}} \Omega_{\mathrm{es}} P \tag{3.7}
\end{equation*}
$$

where $\chi_{\text {es }}=\sum_{n=1}^{\infty} \Omega_{\text {es }}^{(n)}$ and can be written in recursive form as

$$
\begin{equation*}
\left[\Omega_{\mathrm{es}}^{(n)}, H_{0}\right] P=Q V_{\mathrm{es}} \Omega_{\mathrm{es}}^{(n-1)} P-\sum_{m=1}^{(n-1)} \Omega_{\mathrm{es}}^{(m)} P V_{\mathrm{es}} \Omega_{\mathrm{es}}^{(n-m-1)} P \tag{3.8}
\end{equation*}
$$

To compute the intrinsic EDM of an atom, two more perturbations $H_{\text {PTV }}$ and $H_{\text {dip }}$ are to be introduced. Including $H_{\text {pTv }}$ as a perturbation the total atomic Hamiltonian assumes the form

$$
H=H_{0}+V_{\mathrm{es}}+\lambda H_{\mathrm{prV}}
$$

where $\lambda$ is the perturbation parameter. These perturbations introduce corrections to the configurations in $P$-space, corrections from $V_{\text {es }}$ are of same parity as the unperturbed CSF but the corrections from $H_{\text {PTV }}$ are opposite in parity. The residual coulomb interaction $V_{e s}$ is to be treated to all order but $H_{\text {PTV }}$ should be treated to first order only. The exact Schrodinger equation is

$$
\begin{equation*}
H|\tilde{\Psi}\rangle=E_{0}|\tilde{\Psi}\rangle \tag{3.9}
\end{equation*}
$$

where

$$
|\tilde{\Psi}\rangle=\left|\Phi_{0}\right\rangle_{P}+\sum_{j} \mathcal{C}_{j}\left|\Phi_{j}\right\rangle_{Q}+\sum_{k} \overline{\mathcal{C}}_{k}\left|\bar{\Phi}_{k}\right\rangle_{Q}=\left(\Omega_{\mathrm{es}}+\lambda \Omega_{\mathrm{es}, \mathrm{edm}}\right)\left|\Phi_{0}\right\rangle_{P}
$$

The value of the atomic EDM is then

$$
\vec{D}_{a}=\frac{\langle\tilde{\Psi}| \vec{D}|\tilde{\Psi}\rangle}{\langle\tilde{\Psi} \mid \tilde{\Psi}\rangle}
$$

$\vec{D}$ being an odd parity operator connects CSFs of opposite parities, so only those terms linear in $\lambda$ need to be retained, we get

$$
\begin{equation*}
\vec{D}_{a}=\left\langle\Phi_{0}\right| \Omega_{\mathrm{es}}^{\dagger} \vec{D} \Omega_{\mathrm{es}, \mathrm{edm}}\left|\Psi_{0}\right\rangle+\left\langle\Psi_{0}\right| \Omega_{\mathrm{es}, \mathrm{edm}}^{\dagger} \vec{D} \Omega_{\mathrm{es}}\left|\Phi_{0}\right\rangle=\left\langle\Phi_{0}\right|\left(\vec{D}_{a}\right)_{\mathrm{eff}}\left|\Phi_{0}\right\rangle \tag{3.10}
\end{equation*}
$$

Where $\left(\vec{D}_{a}\right)_{\text {eff }}=P\left(\Omega_{\mathrm{es}}^{\dagger} \vec{D} \Omega_{\mathrm{es}, \mathrm{edm}}+\Omega_{\mathrm{es}, \mathrm{edm}}^{\dagger} \vec{D} \Omega_{\mathrm{es}}\right) P$ is the effective intrinsic atomic EDM operator and is different from the usual effective dipole operator. The usual effective dipole operator $\vec{D}_{\text {eff }}$ used in computing dipole transition amplitude connects two CSFs of different parities. The effective intrinsic atomic EDM operator is an expectation value operator and the wave-operators in it has $H_{\text {pTV }}$ and residual coulomb operators as perturbations where as in $\vec{D}_{\text {eff }}$ it is only $H_{\text {es }}$. The wave operators $\Omega_{\text {es,edm }}$ and $\Omega_{\text {es }}$ are computed from the modified Bloch equation

$$
\begin{equation*}
\left[\Omega^{(n)}, H_{0}\right] P=Q H^{\prime} \Omega^{(n-1)} P-\sum_{m=1}^{(n-1)} \Omega^{(m)} P H^{\prime} \Omega^{(n-m-1)} P \tag{3.11}
\end{equation*}
$$

Where $H^{\prime}=V_{\mathrm{es}}+\lambda H_{\mathrm{PTV}}$. Out of all terms only those which has residual coulomb interaction alone and those that have one order of $H_{\text {PTV }}$ are required. Define $\Omega^{(n)}(\mathrm{edm})$ as the $n^{\text {th }}$ order wave-operator required for the EDM computation. This can be got from (3.11) as

$$
\begin{equation*}
\Omega^{(n)}(\mathrm{edm})=\Omega_{\mathrm{es}}^{(n)}+\lambda\left(\left.\frac{\partial}{\partial \lambda}\left(\Omega^{(n)}\right)\right|_{\lambda=0}\right)=\Omega_{\mathrm{es}}^{(n)}+\lambda \Omega_{\mathrm{es}, \mathrm{edm}}^{(n-1)} . \tag{3.12}
\end{equation*}
$$

The total wave-operator $\Omega(\mathrm{edm})$ is defined by the total order of the perturbations but while writing out the components $\Omega_{\mathrm{es}}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}$ the superscript denote the order of residual coulomb interaction and the additional subscript 'edm' denote the presence of $H_{\text {pTV }}$ as perturbation. With these perturbations the first order wave-operator can be written as

$$
\left[\Omega^{(1)}, H_{0}\right] P=Q\left(V_{e \mathrm{~s}}-\lambda H_{\mathrm{PTV}}\right) P .
$$

Which using the resolvent operator

$$
\begin{equation*}
R=\sum_{i} \frac{\left|\Phi_{i}\right\rangle_{\mathrm{BQ}}\left\langle\Phi_{i}\right|}{\left(E_{0}-H_{0}\right)}, \text { gives } \Omega^{(1)} P=R\left(V_{\mathrm{es}}+\lambda H_{\mathrm{PTV}}\right) P . \tag{3.13}
\end{equation*}
$$

As the two perturbations are opposite in parity, it is appropriate that the model space and the complementary space be separated into subspaces of opposite parities. Then the model space projection operator can be divided into $P_{+}$and $P_{-}$. Doing the same with complementary space projection operator and the resolvent operator we can write

$$
P=P_{+}+P_{-} ; Q=Q_{+}+Q_{-} ; R=R_{+}+R_{-}
$$

With these definitions (3.13) can be rewritten as

$$
\begin{equation*}
\Omega^{(1)} P=\left(R_{+} V_{\mathrm{es}}+\lambda R_{-} H_{\mathrm{PTV}}\right) P_{+}+\left(R_{-} V_{\mathrm{es}}+\lambda R_{+} H_{\mathrm{PTV}}\right) P_{-} \tag{3.14}
\end{equation*}
$$

To make the derivation less cumbersome assume that, the model space has configurations of only one parity i.e. $P=P_{+}$, then

$$
\Omega^{(1)} P=\left(R_{+} V_{\mathrm{es}}+\lambda R_{-} H_{\mathrm{PTV}}\right) P_{+}=\left(\Omega_{\mathrm{es}}^{(1)}+\lambda \Omega_{\mathrm{es}, \mathrm{edm}}^{(0)}\right) P_{+} .
$$

The expression for the wave-operator has been splitted according to the definition given earlier, according to which indicing of wave-operator $\Omega_{\text {es,edm }}$ is based on the order of $V_{\text {es }}$ e.g. $\Omega_{\text {es,edm }}^{(0)}$ has one order of $H_{\text {PTV }}$ but no $V_{e s}$ at all. Similarly the expression for the second order wave-operator is

$$
\left[\Omega^{(2)}, H_{0}\right] P_{+}=Q\left(V_{\mathrm{es}}+\lambda H_{\mathrm{PTV}}\right) \Omega^{(1)} P_{+}-Q \Omega^{(1)} P_{+}\left(V_{\mathrm{es}}+\lambda H_{\mathrm{PTV}}\right) P_{+}
$$

Using the definition of (3.12)

$$
\begin{align*}
\Omega^{(2)}(\mathrm{edm}) P_{+}= & \left(R_{+} V_{\mathrm{es}} R_{+} V_{\mathrm{es}}-R_{+}\left(R_{+} V_{\mathrm{es}} P_{+}\right) V_{\mathrm{es}}\right) P_{+}+\lambda\left(R_{-} V_{\mathrm{es}} R_{-} H_{\mathrm{PTV}}+R_{-} H_{\mathrm{PTV}} R_{+} V_{\mathrm{es}}\right. \\
& \left.-R_{-}\left(R_{-} H_{\mathrm{PTV}} P_{+}\right) V_{\mathrm{es}}\right) P_{+} \\
= & \left(\Omega_{\mathrm{es}}^{(2)}+\lambda \Omega_{\mathrm{es}, \mathrm{edm}}^{(1)}\right) P_{+} \tag{3.15}
\end{align*}
$$

The other higher order wave-operators can be evaluated in the same way. In general the wave-operator $\Omega_{\mathrm{es}, \mathrm{edm}}^{(n)}$ can be got from the modified Bloch equation

$$
\left[\Omega_{\mathrm{es}, \mathrm{edm}}^{(n)}, H_{0}\right] P_{+}=\left(Q_{-} H_{\mathrm{PrV}} \Omega_{\mathrm{es}}^{(n)}+Q_{-} V_{\mathrm{es}} \Omega_{\mathrm{es}, \mathrm{edm}}^{(n-1)}-\sum_{m=0}^{n-1} \Omega_{\mathrm{es}, \mathrm{edm}}^{(m)} P_{+} V_{\mathrm{es}} \Omega_{\mathrm{es}}^{(n-m-1)}\right) P_{+}
$$

In writing the above equation $\Omega_{\mathrm{es}, \mathrm{edm}}^{(-1)}=0$ has been used and the renormalization term start contributing from $n=1$ onwards. The above equation is valid starting from $n=0$.

### 3.4 Computation of the wave-operator

### 3.4.1 Wave-Operator Computed in terms of order of Perturbation

The derivations in the previous section is general and the atomic Hamiltonian can be partitioned into any convenient form . For computation Epstein-Nesbet(EN) partitioning[9] will be used. With EN-partitioning the unperturbed Hamiltonian is defined as

$$
\begin{equation*}
H_{0}=\sum_{i}\left|\Phi_{i}\right\rangle\left\langle\Phi_{i}\right| H_{\text {atom }}\left|\Phi_{i}\right\rangle\left\langle\Phi_{i}\right|=\sum_{i}\left\langle\Phi_{i}\right| H_{\text {atom }}\left|\Phi_{i}\right\rangle\left|\Phi_{i}\right\rangle\left\langle\Phi_{i}\right| \tag{3.16}
\end{equation*}
$$

To distinguish the residual coulomb interaction from $V_{e s}$ defined earlier, it will be denoted by $H_{\text {es }}$ and connects different CSFs. It is given by

$$
\begin{equation*}
H_{\mathrm{es}}=\sum_{i, j}\left|\Phi_{i}\right\rangle\left\langle\Phi_{i}\right| H_{\mathrm{atom}}\left|\Phi_{j}\right\rangle\left\langle\Phi_{j}\right|=\sum_{i, j, i \neq j}\left\langle\Phi_{i}\right| H_{\mathrm{atom}}\left|\Phi_{j}\right\rangle\left|\Phi_{i}\right\rangle\left\langle\Phi_{j}\right| \tag{3.17}
\end{equation*}
$$

In EN-partitioning the effect of diagonal ladder diagrams is taken to all orders in first order wave-function and second order for energy. The energy of $\operatorname{CSF}\left|\Phi_{i}\right\rangle$ in EN-partitioning is the expectation value of $H_{\text {atom }}$ and the Schrodinger equation for the unperturbed atomic Hamiltonian $H_{0}$ is

$$
H_{0}\left|\Phi_{i}\right\rangle=E_{i}\left|\Phi_{i}\right\rangle \text { where } E_{i}=\left\langle\Phi_{i}\right| H_{\text {atom }}\left|\Phi_{i}\right\rangle
$$

The definitions of $P$ and $Q$ do not change, but the energy denominator changes. In the following derivations the indices $i$ and $j$ cover all the CSFs within the configuration space considered. Similarly, $H_{\text {PTV }}$ assumes the form

$$
\begin{equation*}
H_{\mathrm{PTV}}=\sum_{i, j}\left|\bar{\Phi}_{i}\right\rangle\left\langle\bar{\Phi}_{i}\right| H_{\mathrm{PTV}}\left|\Phi_{j}\right\rangle\left\langle\Phi_{j}\right|=\sum_{i, j}\left\langle\bar{\Phi}_{i}\right| H_{\mathrm{PTV}}\left|\Phi_{j}\right\rangle\left|\bar{\Phi}_{i}\right\rangle\left\langle\Phi_{j}\right| \tag{3.18}
\end{equation*}
$$

That is the unperturbed Hamiltonian and the perturbations are cast in operator form within the configuration space considered. Consider the expression for $\Omega_{\mathrm{es}}^{(1)}$, in terms of these definitions it can be written as

$$
\Omega_{\mathrm{es}}^{(1)} P_{+}=\sum_{i, j} \frac{\left|\Phi_{j}\right\rangle_{8 Q}\left\langle\Phi_{j}\right| H_{\mathrm{atom}}\left|\Phi_{i}\right\rangle_{P P}\left\langle\Phi_{i}\right|}{\left(E_{i}-E_{j}\right)}=\left(\sum_{i, j} \frac{\left\langle\Phi_{j}\right| H_{\mathrm{atom}}\left|\Phi_{i}\right\rangle_{P}}{\left(E_{i}-E_{j}\right)}\right)\left|\Phi_{j}\right\rangle_{Q P}\left\langle\Phi_{i}\right|,
$$

where $i \in P, j \in Q$ and $E_{i}=\left\langle\Phi_{i}\right| H_{\text {atom }}\left|\Phi_{i}\right\rangle$, the term within parentheses in the expression on the right hand side is just a number. The expression can be rewritten as

$$
\Omega_{\mathrm{es}}^{(1)} P_{+}=\sum_{i, j} \mathcal{C}_{j i}^{(1)}(\mathrm{es})\left|\Phi_{j}\right\rangle_{Q P}\left\langle\Phi_{i}\right| \text { where } \mathcal{C}_{j i}^{(1)}(\mathrm{es})=\frac{\left\langle\left\langle\Phi_{j}\right| H_{\mathrm{atom}} \mid \Phi_{i}\right\rangle_{P}}{\left(E_{i}-E_{j}\right)}
$$

The second order wave-operator in terms of matrix elements is

$$
\Omega_{\mathrm{es}}^{(2)} P_{+}=\sum_{i, j} \frac{\left|\Phi_{j}\right\rangle_{Q Q}\left\langle\Phi_{j}\right|}{E_{i}-E_{j}}\left(H_{\mathrm{es}} \Omega_{\mathrm{es}}^{(1)}-\Omega_{\mathrm{es}}^{(1)} \sum_{k}\left|\Phi_{k}\right\rangle_{p P}\left\langle\Phi_{k}\right| H_{\mathrm{es}}\right)\left|\Phi_{i}\right\rangle_{p P}\left\langle\Phi_{i}\right|
$$

where $k \in P_{+}$. Substituting the expressions for $H_{\mathrm{es}}$ and $\Omega_{\mathrm{es}}^{(1)}$ in terms of the matrix elements we get

$$
\Omega_{\mathrm{es}}^{(2)} P_{+}=\sum_{i, j}\left[\left(\sum_{l}\left\langle\Phi_{j}\right| H_{\mathrm{atom}}\left|\Phi_{l}\right\rangle_{Q} \mathcal{C}_{l i}^{(1)}(\mathrm{es})+\sum_{k} \mathcal{C}_{j k}^{(1)}(\mathrm{es})_{P}\left\langle\Phi_{k}\right| H_{\mathrm{atom}}\left|\Phi_{i}\right\rangle_{P}\right)\right] \frac{\left|\Phi_{j}\right\rangle_{Q P}\left\langle\Phi_{i}\right|}{E_{i}-E_{j}}
$$

where $l \in Q$, the whole expression within the square brackets is just a number, the waveoperator second order in residual coulomb interaction can be written as

$$
\Omega_{\mathrm{es}}^{(2)}=\sum_{i j} \mathcal{C}_{j i}^{(2)}(\mathrm{es})\left|\Phi_{j}\right\rangle_{Q P}\left\langle\Phi_{i}\right|
$$

This can be extended to higher orders and summing all orders the full wave-operator can be defined as

$$
\begin{equation*}
\Omega_{\mathrm{es}}=\sum_{n i j} \mathcal{C}_{j i}^{(n)}\left|\Phi_{j}\right\rangle_{Q P}\left\langle\Phi_{i}\right| \tag{3.19}
\end{equation*}
$$

A similar expression for the wave-operator $\Omega_{\text {es,edm }}^{(n)}$ can also be obtained. Consider the expression for $\Omega_{\mathrm{es}, \mathrm{edm}}^{(0)}$, in terms of the operators defined earlier it can be written as

$$
\begin{aligned}
\Omega_{\mathrm{es}, \mathrm{edm}}^{(0)} P_{+} & =\sum_{i, j} \frac{\left|\bar{\Phi}_{j}\right\rangle_{Q Q}\left\langle\bar{\Phi}_{j}\right| H_{\mathrm{PTV}}\left|\Phi_{i}\right\rangle_{P P}\left\langle\Phi_{i}\right|}{\left(E_{i}-E_{j}\right)}=\sum_{i, j} \frac{\left\langle\bar{\Phi}_{j}\right| H_{\mathrm{PTV}}\left|\Phi_{i}\right\rangle_{P}}{\left(E_{i}-E_{j}\right)}\left|\bar{\Phi}_{j}\right\rangle_{Q P}\left\langle\Phi_{i}\right| \\
& =\sum_{i, j} \mathcal{C}_{j i}^{(0)}(\mathrm{es}, \mathrm{edm})\left|\bar{\Phi}_{j}\right\rangle_{Q P}\left\langle\Phi_{i}\right|
\end{aligned}
$$

Like in the case of $\Omega_{e s}$, the above expression can be generalized to any order $n$ by using the Bloch equation and summed to get the full wave-operator

$$
\begin{equation*}
\Omega_{\mathrm{es}, \mathrm{edm}}=\sum_{n i j} \mathcal{C}_{j i}^{(n)}(\mathrm{es}, \mathrm{edm})\left|\bar{\Phi}_{j}\right\rangle_{Q P}\left\langle\Phi_{i}\right| \tag{3.20}
\end{equation*}
$$

Using the expression for $\Omega_{\mathrm{es}}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}$ the wave-operators $\Omega_{\mathrm{es}}^{\dagger}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}^{\dagger}$ can also be derived. Let these be represented as

$$
\Omega^{\dagger(n)}(e s)=\sum_{i j} \overline{\mathcal{C}}_{j i}^{(n)}(\mathrm{es})\left|\Phi_{j}\right\rangle_{P Q}\left\langle\Phi_{i}\right|, \quad \Omega^{\dagger(n)}(\mathrm{es}, \mathrm{edm})=\sum_{i j} \overline{\mathcal{C}}_{j i}^{(n)}(\mathrm{es}, \mathrm{edm})\left|\Phi_{j}\right\rangle_{P Q}\left\langle\bar{\Phi}_{i}\right|
$$

The wave-operators $\Omega_{\mathrm{es}}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}$ has the following properties:

- The co-efficients in $\Omega_{\text {es }}$ and $\Omega_{e s, e d m}$ are real as these are product of real matrix elements, hence $\overline{\mathcal{C}}_{j i}^{(n)}(\mathrm{es})=\mathcal{C}_{i j}^{(n)}(\mathrm{es})$ and $\overline{\mathcal{C}}_{j i}^{(n)}(\mathrm{es}, \mathrm{edm})=\mathcal{C}_{i j}^{(n)}(\mathrm{es}, \mathrm{edm})$.
- These wave-operators are non-hermitian ie $\Omega_{\mathrm{es}}^{\dagger} \neq \Omega_{\mathrm{es}}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}^{\dagger} \neq \Omega_{\mathrm{es}, \mathrm{edm}}$. This is evident from the form of the projection operator part in the expression of the wave-operators.
- The wave-operators are state specific, $\Omega_{\mathrm{es}}^{\dagger}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}^{\dagger}$ can act only on the bra CSF $\left\langle\Phi_{0}\right|$ and not on any other ket nor bra. Similarly, $\Omega_{e s}$ and $\Omega_{\text {es,edm }}$ can act only on the ket $\operatorname{CSF}\left|\Phi_{0}\right\rangle$.

The atomic EDM in terms of the wave-operators can be computed using the expression (3.10) as

$$
\begin{equation*}
\vec{D}_{a}=2\left\langle\Phi_{0}\right| \Omega_{\mathrm{es}}^{\dagger} \vec{D} \Omega_{\mathrm{es}, \mathrm{edm}}\left|\Phi_{0}\right\rangle \tag{3.21}
\end{equation*}
$$

This is the required value of $D_{a}$. The factor of two takes care of the hermitian conjugate term in the expectation value.

### 3.4.2 Wave-Operator Computed in terms of Order of Iteration

The wave-operator computed using the Bloch equation (3.8) is an order by order approach. Since the computation of the wave-operator is a blanket matrix multiplication the Bloch equation can be recast in an iterative form

$$
\begin{equation*}
\left[\Omega_{\mathrm{es}}^{(n)}, H_{0}\right] P=Q H_{\mathrm{es}} \Omega_{\mathrm{es}}^{(n-1)} P-\Omega_{\mathrm{es}}^{(n-1)} \Delta E^{(n)} P \tag{3.22}
\end{equation*}
$$

Where $\Delta E^{(n)}=P H_{\mathrm{es}} \Omega_{\mathrm{es}}^{(n-1)} P$ is the energy correction from the wave-operator computed in the previous iteration. The zeroth order iteration gives $\Omega_{\text {es }}^{(0)}=I$ and the first iteration gives

$$
\left[\Omega_{\mathrm{es}}^{(1)}, H_{0}\right] P=Q V_{\mathrm{es}} \Omega_{\mathrm{es}}^{(0)} P=Q H_{\mathrm{es}} P
$$

This has the same form as the equation for the first order wave-operator in the order by order approach. Consider the second iteration, the expression for the wave-operator is

$$
\left[\Omega_{\mathrm{es}}^{(2)}, H_{\mathrm{o}}\right] P=Q H_{\mathrm{es}} \Omega_{\mathrm{es}}^{(1)} P-\Omega_{\mathrm{es}}^{(1)} \Delta E^{(2)} P
$$

The wave-operator of higher iterations can also be derived in a sequence. The advantage of using the iterative approach over the order by order approach is the amount of the memory space saved. In the order by order approach wave-operators of all orders need to be stored to compute the renormalization term, where as in the iterative approach only $\Omega_{\mathrm{es}}^{(n-1)}$ and $\Omega_{e s}^{(n)}$ need to be saved and for closed shell systems $\Delta E^{(n)}$ is just a number and hence a scalar. In addition as there is no summation in the renormalization term the number of operations required is also reduced significantly.

To compute atomic EDM the PT-violating Hamiltonian $H_{\text {PTv }}$ should also be included as a perturbation. Since $H_{\text {PTV }}$ should be treated to first order only it does not contribute to $\Delta E$. The Bloch equation for the wave-operator $\Omega_{\mathrm{es}, \mathrm{edm}}^{(n)}$ is

$$
\left[\Omega_{\mathrm{es}, \mathrm{edm}}^{(n)}, H_{0}\right] P=Q\left[H_{\mathrm{es}} \Omega_{\mathrm{es}, \mathrm{edm}}^{(n)}+H_{\mathrm{pTV}} \Omega_{\mathrm{es}}^{(n-1)}-\Omega_{\mathrm{es}, \mathrm{edm}}^{(n-1)} \Delta E^{(n)}\right] P
$$

Since the equation is cast in iterative form and not in order of perturbation using the converged wave-operator $\Omega_{\text {es }}$ and the corresponding energy correction $\Delta E$ the above equation assumes the form

$$
\begin{equation*}
\left[\Omega_{\mathrm{es}, \mathrm{edm}}^{(n)}, H_{0}\right] P=Q\left[H_{\mathrm{es}} \Omega_{\mathrm{es}, \mathrm{edm}}^{(n)}+H_{\mathrm{PTV}} \Omega_{\mathrm{es}}-\Omega_{\mathrm{es}, \mathrm{edm}}^{(n-1)} \Delta E\right] P \tag{3.23}
\end{equation*}
$$

From the wave-operators given by (3.22) and (3.23) the expression for the atomic EDM assumes the form

$$
\vec{D}_{a}=2\left\langle\Phi_{0}\right| \Omega_{\mathrm{es}}^{\dagger} \vec{D} \Omega_{\mathrm{es}, \mathrm{edm}}\left|\Phi_{0}\right\rangle
$$

### 3.5 Computation of $E 1_{\mathrm{PNC}}$-the parity non-conserving transition amplitude-using MBPT formalism

Unlike the case of EDM, for the computation of $E 1_{\mathrm{PNC}}$ the dipole matrix element is to be computed between two different mixed parity states. Define $\left|\Psi_{i}\right\rangle$ and $\left|\Psi_{j}\right\rangle$ as the initial and final states which are eigen-states of the atomic Hamiltonian without the odd-parity Hamiltonian. With the parity odd Hamiltonian $H_{\text {pnc }}$ included the atomic Hamiltonian assumes the form

$$
H=H_{0}+V_{\mathrm{es}}+\lambda H_{\mathrm{pnc}} .
$$

In operator form $H_{\mathrm{pnc}}$ can be defined within the configuration space-which include configurations of both parities-as

$$
H_{\mathrm{pnc}}=\sum_{i j}\left(\left\langle\Phi_{i}\right| H_{\mathrm{pnc}}\left|\Phi_{j}\right\rangle\right)\left|\Phi_{j}\right\rangle\left\langle\Phi_{i}\right|
$$

Since $H_{\text {pnc }}$ connects configurations opposite in parity, in the above expression $\left|\Phi_{i}\right\rangle$ and $\left|\Phi_{j}\right\rangle$ should be of opposite parities. With the opposite parity corrections the eigen-states $\left|\Psi_{i}\right\rangle$ and $\left|\Psi_{f}\right\rangle$ assumes the form

$$
\left|\Psi_{i}\right\rangle \rightarrow\left|\tilde{\Psi}_{i}\right\rangle=\left|\Psi_{i}\right\rangle+\left|\Psi_{i}^{\text {corr }}\right\rangle \text { and }\left|\Psi_{f}\right\rangle \rightarrow\left|\tilde{\Psi}_{f}\right\rangle=\left|\Psi_{f}\right\rangle+\left|\Psi_{f}^{\text {corr }}\right\rangle
$$

Then the required $E 1_{\text {pNC }}$ transition amplitude is

$$
E 1_{\mathrm{PNC}}=\frac{\left\langle\tilde{\Psi}_{f}\right| \vec{D}\left|\tilde{\Psi}_{i}\right\rangle}{\sqrt{\left\langle\tilde{\Psi}_{i} \mid \tilde{\Psi}_{i}\right\rangle\left\langle\tilde{\Psi}_{f} \mid \tilde{\Psi}_{f}\right\rangle}} .
$$

The aim of using MBPT is to get eigen-states $\left|\tilde{\Psi}_{i}\right\rangle$ and $\left|\tilde{\Psi}_{f}\right\rangle$. To get these eigen-states we once more partition the configuration space into model and complementary space. In single reference case the parity mixed eigen-states can be written similar to EDM case as:

$$
\left|\tilde{\Psi}_{i}\right\rangle=\left(\Omega_{\mathrm{es}}(i)+\lambda \Omega_{\mathrm{es}, \mathrm{pnc}}(i)\right)\left|\Phi_{i}\right\rangle_{\mathrm{P}} \text { and }\left|\tilde{\Psi}_{f}\right\rangle=\left(\Omega_{\mathrm{es}}(f)+\lambda \Omega_{\mathrm{es}, \mathrm{pnc}}(f)\right)\left|\Phi_{f}\right\rangle_{\mathrm{P}}
$$

The indices $i$ and $f$ within parentheses denotes the state dependence of the wave-operator and $\lambda$ is the perturbation parameter. Using the above expressions for mixed parity states $E 1_{\text {PNC }}$ can be written as

$$
E 1_{\mathrm{PNC}}=\frac{\left\langle\left\langle\Phi_{f}\right|\left(\Omega_{\mathrm{es}}^{\dagger}(f)+\lambda \Omega_{\mathrm{es}, \mathrm{pnc}}^{\dagger}(f)\right) \vec{D}\left(\Omega_{\mathrm{es}}(i)+\lambda \Omega_{\mathrm{es}, \mathrm{pnc}}(i)\right) \mid \Phi_{i}\right\rangle_{P}}{\sqrt{\left\langle\tilde{\Psi}_{f} \mid \tilde{\Psi}_{f}\right\rangle\left\langle\tilde{\Psi}_{i} \mid \tilde{\Psi}_{i}\right\rangle}}
$$

Terms that contribute to $E 1_{\mathrm{pNC}}$ are those which has one order of $H_{\mathrm{pnc}}$ and dipole each. In the above expression these are the terms linear in $\lambda$, retaining these terms give

$$
E 1_{\mathrm{pNC}}=\frac{\left\langle\Phi_{f}\right| \Omega_{\mathrm{es}}^{\dagger}(f) \vec{D} \Omega_{\mathrm{es}, \mathrm{pnc}}(i)\left|\Phi_{i}\right\rangle_{\mathrm{P}}+{ }_{p}\left\langle\Phi_{f}\right| \Omega_{\mathrm{es}, \mathrm{pnc}}^{\dagger}(f) \vec{D} \Omega_{\mathrm{es}}(i)\left|\Phi_{i}\right\rangle_{p}}{\sqrt{\left\langle\tilde{\Psi}_{f} \mid \tilde{\Psi}_{f}\right\rangle\left\langle\tilde{\Psi}_{i} \mid \tilde{\Psi}_{i}\right\rangle}} .
$$

Like in EDM the wave-operators here can be got order by order using the Bloch equation. The projection and resolvent operators can further be sub-divided into different parity
components. Considering model space for each of the states to be single reference, we can define the model space projection operators as

$$
P_{i}=\left|\Phi_{i}\right\rangle_{P P}\left\langle\Phi_{i}\right| \text { and } P_{f}=\left|\Phi_{f}\right\rangle_{P P}\left\langle\Phi_{f}\right|
$$

Similarly, define the corresponding complementary space projections operators as $Q_{i}$, and $Q_{f}$ respectively. The complementary space can be same or different for the two waveoperators. Depending on the rank of $H_{\mathrm{pnc}}$, the total angular momenta $J_{i}$ of the initial and $J_{f}$ of the final states respectively, the following situations can arise

1. When $J_{i}=J_{f}$, the spin-independent parity non-conserving and the residual coulomb interaction part being scalar operators cannot mix different angular momentum eigen-states. Hence the complementary space is the same for both the states.
2. With $J_{i} \neq J_{f}$, consider the spin-independent part in $H_{\mathrm{pnc}}$, the change in the angular momentum in the transition amplitude is due to the dipole operator. Hence the two complementary spaces will be different for the two states.
3. With $J_{i}=J_{f}$, taking the spin-dependent component of $H_{\text {pnc }}$ the complementary space will be common to both the states.
4. With $J_{i} \neq J_{f}$, taking the spin-dependent component of $H_{\text {pnc }}$ the subspace of configurations with same parity as the unperturbed states will be different but for the opposite parity subspace it will be the same. This is because both the spin-dependent $H_{\mathrm{pnc}}$ component and dipole are rank one operators.

Once the complementary projection operators are known the corresponding resolvent operators can be defined as $R_{i}$ and $R_{f}$ respectively. The Bloch equation for the two eigen-states can be written as

$$
\begin{align*}
& {\left[\Omega(i), H_{0}\right] P_{i}=Q_{i} H^{\prime} \Omega_{\mathrm{es}}(i) P_{i}-\chi_{\mathrm{es}}(i) P_{i} H^{\prime} \Omega_{\mathrm{es}}(i) P_{i}}  \tag{3.24}\\
& {\left[\Omega(f), H_{0}\right] P_{f}=Q_{f} H^{\prime} \Omega_{\mathrm{es}}(f) P_{f}-\chi_{\mathrm{es}}(f) P_{f} H^{\prime} \Omega_{\mathrm{es}}(f) P_{f}} \tag{3.25}
\end{align*}
$$

where $H^{\prime}=V_{\text {es }}+H_{\text {pnc }}, \chi_{\text {es }}(i)$ and $\chi_{\text {es }}(f)$ are the correlation operators for the two states. Out of these the required terms are those which has $V_{e s}$ alone and those that has one order of $H_{\mathrm{pnc}}$. The first order wave-operators for the two states can be written as

$$
\Omega^{(1)}(\mathrm{pnc}, i) P_{i}=\left(R_{i} H_{\mathrm{pnc}}+R_{i} V_{\mathrm{es}}\right) P_{i}, \text { and } \Omega^{(1)}(\mathrm{pnc}, f) P_{f}=\left(R_{f} H_{\mathrm{pnc}}+R_{f} V_{\mathrm{es}}\right) P_{f}
$$

Here the index 'pnc' has been introduced within parentheses to distinguish from the waveoperator used in the case of EDM computation. Similarly the second order wave-operator for the two states can be got using the Bloch equations:

$$
\begin{aligned}
& {\left[\Omega^{(2)}(i), H_{0}\right] P_{i}=Q_{i}\left(V_{\mathrm{es}}+\lambda H_{\mathrm{pnc}}\right) \Omega^{(1)} P_{i}-Q_{i} \Omega^{(1)} P_{i}\left(V_{\mathrm{es}}+\lambda H_{\mathrm{pnc}}\right) P_{i}} \\
& {\left[\Omega^{(2)}(f), H_{\mathbf{0}}\right] P_{f}=Q_{f}\left(V_{\mathrm{es}}+\lambda H_{\mathrm{pnc}}\right) \Omega^{(1)} P_{f}-Q_{f} \Omega^{(1)} P_{f}\left(V_{\mathrm{es}}+\lambda H_{\mathrm{pnc}}\right) P_{f}}
\end{aligned}
$$

From these equations using the resolvent operators the required second order wave-operators are:

$$
\begin{align*}
\Omega^{(2)}(\mathrm{pnc}, i) P_{i}= & \left(R_{i} V_{\mathrm{es}} R_{i} V_{\mathrm{es}}-R_{i}\left(R_{i} V_{\mathrm{es}} P_{i}\right) V_{\mathrm{es}}\right) P_{i}+\lambda\left(R_{i} V_{\mathrm{es}} R_{i} H_{\mathrm{pnc}}+R_{i} H_{\mathrm{Prv}} R_{i} V_{\mathrm{es}}\right. \\
& \left.-R_{i}\left(R_{i} H_{\mathrm{pnc}} P_{i}\right) V_{\mathrm{es}}\right) P_{i}=\left(\Omega_{\mathrm{es}}^{(2)}(i)+\lambda \Omega_{\mathrm{pnc}, \mathrm{es}}^{(1)}(i)\right) P_{i} \tag{3.26}
\end{align*}
$$

and

$$
\begin{align*}
\Omega^{(2)}(\mathrm{pnc}, f) P_{f}= & \left(R_{f} V_{\mathrm{es}} R_{f} V_{\mathrm{es}}-R_{f}\left(R_{f} V_{\mathrm{es}} P_{f}\right) V_{\mathrm{es}}\right) P_{f}+\lambda\left(R_{f} V_{\mathrm{es}} R_{f} H_{\mathrm{pnc}}+R_{f} H_{\mathrm{pnc}} R_{f} V_{\mathrm{es}}\right. \\
& \left.-R_{f}\left(R_{f} H_{\mathrm{pnc}} P_{f}\right) V_{\mathrm{es}}\right) P_{f}=\left(\Omega_{\mathrm{es}}^{(2)}(f)+\lambda \Omega_{p n c, e s}^{(1)}(f)\right) P_{f} \tag{3.27}
\end{align*}
$$

Higher order wave-operators can also be computed and sum to get the total wave-operators. This is the order by order computation of the wave-operator, the other form of computation is to compute the wave-operator in terms of iteration.

### 3.6 Size-Inconsistency with the Bloch Equation Based MBPT

Size-inconsistency in Bloch equation based perturbation theory is due to incomplete cancellation of unlinked terms. With Epstein-Nesbet partitioning the following are the cause of incomplete cancellation of unlinked terms

- Factorization theorem $[11,12]$ is not valid
- Incomplete configuration space


### 3.6.1 Factorization Theorem is not Valid

The energy corresponding to a CSF $\left|\Phi_{i}\right\rangle$ in EN-partitioning is

$$
E_{i}=\left\langle\Phi_{i}\right| H_{\mathrm{atom}}\left|\Phi_{i}\right\rangle
$$

Let $\left|\Phi_{0}\right\rangle$ be the model space configuration and $\Delta E$ denote the energy difference that contributes to the denominator, then for the doubly excited configuration $\left|\Phi_{a b}^{r s}\right\rangle$ the contribution to the energy denominator is

$$
\Delta E_{a b}^{r s}=\left\langle\Phi_{0}\right| H_{\mathrm{atom}}\left|\Phi_{0}\right\rangle-\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{atom}}\left|\Phi_{a b}^{r s}\right\rangle
$$

Energy denominators satisfy the factorization theorem when they are additive. For the doubly excited configuration $\left|\Phi_{a b}^{r s}\right\rangle$ the energy denominator should satisfy

$$
\Delta E_{a b}^{r s}=\Delta E_{a}^{r}+\Delta E_{b}^{s}=\Delta E_{b}^{r}+\Delta E_{a}^{s}
$$

In general let $A$ and $a_{i}$ denote sequence of core orbital identification indices and $R$ and $r_{i}$ denote the virtual orbital identification indices then the energy denominators should satisfy the relation

$$
\Delta E_{A}^{R}=\sum_{i} \Delta E_{a_{i}}^{r_{i}}, \quad \text { where } A=\prod_{i} a_{i} \text { and } \quad R=\prod_{i} r_{i}
$$

The above relation is satisfied by the mono-energetic Hamiltonians but energies in ENpartitioning is non mono-energetic as it include non-dynamic correlation energy and hence

$$
\Delta E_{A}^{R} \neq \sum_{i} \Delta E_{a_{i}}^{r_{i}}
$$

As a result the factorization theorem is no longer satisfied and leads to incomplete cancellation of unlinked diagrams at each order of perturbation.

The EN partition amounts to inclusion of all hole-hole, hole-particle and particleparticle ladders in $H_{0}$ which are 'space-diagonal' in the sense that the orbital indices before and after scattering are the same.

### 3.6.2 Incomplete Configuration Space

The energies used in the EN-partitioning can be made to satisfy the factorization theorem by a suitable modification such that

$$
\left\langle\Phi_{0}\right| \bar{H}^{\mathrm{EN}}\left|\Phi_{0}\right\rangle-\left\langle\Phi_{A}^{R}\right| \bar{H}^{\mathrm{EN}}\left|\Phi_{A}^{R}\right\rangle=\sum_{i} \Delta \bar{E}_{a_{i}}^{r_{i}}
$$

Where $\bar{H}^{\text {EN }}$ is the modified EN-partitioning scheme Hamiltonian. This is possible when $\bar{H}^{\mathrm{EN}}$ is defined such that it does not include ladder diagrams connecting disconnected pieces. Consider the Bloch equation

$$
\left[\Omega_{\mathrm{es}}, \bar{H}_{0}\right] P=Q \bar{H}_{\mathrm{es}} \Omega_{\mathrm{es}} P-\chi_{\mathrm{es}} P \bar{H}_{\mathrm{es}} \Omega_{\mathrm{es}} P
$$

From the linked diagram theorem

$$
\left[\Omega_{\mathrm{es}}, \bar{H}_{0}\right] P=Q\left(\bar{H}_{\mathrm{es}} \Omega_{\mathrm{es}} P-\chi_{\mathrm{es}} P \bar{H}_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\text {linked }}
$$

The term $Q \bar{H}_{\text {es }} \Omega_{\mathrm{es}} P$ contains both connected and disconnected terms. Among the disconnected terms, there are some which have no disconnected closed parts. These are legitimate and should be retained and are included in $\left(Q \bar{H}_{\text {es }} \Omega_{\text {es }} P\right)_{\text {linked. }}$. Terms with disconnected closed parts contribute to $\left(Q \bar{H}_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\text {unlinked }}$, these cancel the disconnected terms from $\chi_{\mathrm{es}} P \bar{H}_{\mathrm{es}} \Omega_{\mathrm{es}} P$ where $\chi_{\mathrm{es}}$ and $P \bar{H}_{\mathrm{es}} \Omega_{\mathrm{es}} P$ have no common label-the exclusion principal obeying(EPO) terms. The rest of $\chi_{\text {es }} P \bar{H}_{\text {es }} \Omega_{\mathrm{es}} P$ are EPV type and remains uncancelled. That is

$$
\chi_{\mathrm{es}}\left(P \bar{H}_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\mathrm{closed}}-\left(\chi_{\mathrm{es}} P H_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)^{\mathrm{EPO}}=0
$$

Now to have only the legitimate terms in a non-perturbative evaluation of $\Omega_{\text {es }}$ upto a given rank $n=2$, say, we should analyze the structure of Bloch equation as follows

$$
\begin{aligned}
{\left[\Omega_{\mathrm{es}}(1), H_{0}\right]=} & Q \bar{H}_{\mathrm{es}}^{1} P+Q\left(\bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1)\right)^{1} P+Q\left(\bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(2)\right)^{1} P+Q\left(\bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(1)\right)^{1} P \\
& +Q\left(\bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(2)\right)^{1}-\chi_{\mathrm{es}}(1)\left(P \bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1) P+P \bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(2)\right)^{\mathrm{EPV}} \\
& -\chi_{\mathrm{es}}(1)\left(P \bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1) P+\bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(2)\right)^{\mathrm{EPO}}
\end{aligned}
$$

Where $\bar{H}_{\text {es }}^{1}$ and $\bar{H}_{\text {es }}^{2}$ are the one-body and two-body terms in the residual coulomb interaction, $(A B)^{n}$ denote $n$-body terms and $\Omega_{e s}(n)$ represents $n$-body wave-operator. The
third term in the above equation can generate a disconnected closed part. Since we don ${ }^{\prime t}$ distinguish the connected and disconnected pieces of $\Omega_{\text {es }}(2)$, we do not know which part of $\Omega_{\mathrm{es}}(2)$ generates the disconnected closed part. However if we keep track of the EPO renormalization terms, this will be made to cancel.

To see this, note that $\left(\chi_{\mathrm{es}}(n)\left(P \bar{H}_{\mathrm{es}}^{i} \Omega_{\mathrm{es}}(i)\right) P\right)^{\mathrm{EPO}}$ is an $(n+l)$-body operator and when $i=1$ it has two-body terms. If we retain this, this will cancel the disconnected closed part from the third term. The other EPO term is three-body, and should be deleted. Thus

$$
\begin{aligned}
{\left[\Omega_{\mathrm{es}}(1), H_{0}\right]=} & Q\left(\bar{H}_{\mathrm{es}}\right)_{\mathrm{c}}^{1} P+Q\left(\bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1)\right)_{\mathrm{c}}^{1} P+Q\left(\bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(2)\right)_{\mathrm{c}}^{1} P+Q\left(\bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(1)\right)_{\mathrm{c}}^{1} P \\
& +Q\left(\bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(2)\right)_{\mathrm{c}}^{1}-\chi_{\mathrm{es}}(1)\left(P \bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1) P+P \bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(2)\right)^{\mathrm{EPV}} \\
& -\chi_{\mathrm{es}}(1)\left(P H_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1) P\right)^{\mathrm{EPO}} .
\end{aligned}
$$

By $(A B)_{c}$ we now mean that there are common labels between A and B hence connected. Consider now $\Omega_{\text {es }}^{2}$ :

$$
\begin{aligned}
{\left[\Omega_{\mathrm{es}}(2), H_{0}\right]=} & Q \bar{H}_{\mathrm{es}}^{2} P+Q\left(\bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1)\right)_{\mathrm{d}}^{2} P+Q\left(\bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(2)\right)_{\mathrm{c}}^{2} P+Q\left(\bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(1)\right)_{\mathrm{c}}^{2} P \\
& +Q\left(\bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(2)\right)_{\mathrm{c}}^{2}-\chi_{\mathrm{es}}(2)\left(P \bar{H}_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1) P+P \bar{H}_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(2) P\right)^{\mathrm{EPV}} \\
& -\chi_{\mathrm{es}}(2)\left(P H_{\mathrm{es}}^{1} \Omega_{\mathrm{es}}(1) P+P H_{\mathrm{es}}^{2} \Omega_{\mathrm{es}}(2)\right)^{\mathrm{EPO}} .
\end{aligned}
$$

Now the last two terms generate three and four body terms of $\Omega_{\mathrm{es}}$ and should be deleted. The rest are either connected or a legitimate disconnected term like the second term in the above equation. In general with a blind computation within a configuration space limited till $n$-tuply excited configurations the renormalization term has EPO part till $n+2$-body terms. Configurations space being limited to $n$-tuply excited configurations $Q \bar{H}_{\text {es }} \Omega_{\text {es }}$ does not contain terms that will cancel these terms. Though the factorization theorem is satisfied the incompleteness in the configurations space leads to incomplete cancellation of unlinked terms. The above equations for $\Omega_{\text {es }}$ with EPO terms deleted are the generalized CEPA equations. Thus the condition of configuration space being complete is more fundamental to curing the size-consistency.

### 3.7 Size Consistent Theory in Closed-Shell Systems

### 3.7.1 Size Consistency with Linked Diagram Theorem

The wave-operator can be made size-consistent if only the linked terms in the Bloch equation can be retained[3]. With this approach the unlinked terms are completely excluded and the incomplete cancellation of the unlinked terms can altogether be avoided. To maintain size consistency the Bloch equation should satisfy linked diagram theorem

$$
\begin{equation*}
\left[\Omega_{\mathrm{es}}, H_{0}\right] P=Q\left(H_{\mathrm{es}} \Omega_{\mathrm{es}} P-\chi_{\mathrm{es}} P H_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\text {linked }}=Q\left(H_{\mathrm{es}} \Omega_{\mathrm{es}} P-\chi_{\mathrm{es}} W\right)_{\text {linked }} \tag{3.28}
\end{equation*}
$$

Redefine the wave-operator in terms of degrees of excitation. The wave-operator and correlation-operators for a system of $N$ particles is

$$
\Omega_{\mathrm{es}}=I+\Omega_{\mathrm{es}}(1)+\Omega_{\mathrm{es}}(2)+\Omega_{\mathrm{es}}(3)+\ldots=\sum_{m=0}^{N} \Omega_{\mathrm{es}}(m) \text { and } \chi_{\mathrm{es}}=\sum_{m=1}^{N} \Omega_{\mathrm{es}}(m)
$$

Where in $\Omega_{\text {es }}(m) m$ denotes the degree of excitation. Considering only till double excitation the wave-operator and correlation operator assumes the form

$$
\Omega_{\mathrm{es}}=\sum_{m=0}^{2} \Omega_{\mathrm{es}}(m) \text { and } \chi_{\mathrm{es}}=\sum_{m=1}^{2} \Omega_{\mathrm{es}}(m)
$$

Since no valence lines are involved in closed-shell systems the diagrammatic representation of the wave-operators are


Figure 3.1: Diagrams for the wave-operators (a) $\Omega_{\mathrm{es}}(1)$ and (b) $\Omega_{\mathrm{es}}(2)$.

For $W$ it is just a number and the diagrammatic representations of the residual coulomb interaction are


Figure 3.2: The diagrams for the residual Coulomb interaction $H_{\text {es }}$.
From (3.28), the equation for the singly-excited wave-operator is

$$
\left[\Omega_{\mathrm{es}}(1), H_{0}\right] P=Q\left(H_{\mathrm{es}} P+H_{\mathrm{es}} \Omega_{\mathrm{es}}(1) P+H_{\mathrm{es}} \Omega_{\mathrm{es}}(2) P-\Omega_{\mathrm{es}}(1) W\right)_{1, \text { linked }}
$$

Similarly, the equation for the doubly-excited wave-operator is

$$
\left[\Omega_{\mathrm{es}}(2), H_{0}\right] P=Q\left(H_{\mathrm{es}}+H_{\mathrm{es}} \Omega_{\mathrm{es}}(1) P+H_{\mathrm{es}} \Omega_{\mathrm{es}}(2) P-\Omega_{\mathrm{es}}(2) W\right)_{2, \text { linked }}
$$

Let $\left|\Phi_{0}\right\rangle$ be the reference configuration and $\left\{\left|\Phi_{\alpha}\right\rangle\right\}$ be the configuration space spanned by singly and doubly excited configurations. The wave-operators can then be expressed as

$$
\Omega_{\mathrm{es}}(1)=\sum_{a r}\left|\Phi_{a}^{r}\right\rangle\left\langle\Phi_{0}\right| x_{a}^{r} \text { and } \Omega_{\mathrm{es}}(2)=\sum_{a b r s}\left|\Phi_{a b}^{r s}\right\rangle\left\langle\Phi_{0}\right| x_{a b}^{r s} .
$$

Where $x_{a}^{r}$ and $x_{a b}^{r s}$ are the excitation amplitudes. Let $\left\{\left|\Phi_{i}\right\rangle\right\}=\left|\Phi_{0}\right\rangle+\left\{\left|\Phi_{\alpha}\right\rangle\right\}$, then $H_{\text {es }}$ can also be expressed as

$$
H_{\mathrm{es}}=\sum_{i, j}\left\langle\Phi_{j}\right| H_{\mathrm{es}}\left|\Phi_{i}\right\rangle\left|\Phi_{j}\right\rangle\left\langle\Phi_{i}\right| .
$$

Using these definitions the equation for the one-body wave-operator can be written as

$$
\begin{align*}
{\left[\Omega_{\mathrm{es}}(1), H_{0}\right] P=} & \sum_{a r}\left[\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}\right\rangle\right\rangle_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}} \\
& \left.-x_{a}^{r} W\right]\left|\Phi_{a}^{r}\right\rangle\left\langle\Phi_{0}\right| \tag{3.29}
\end{align*}
$$

Similarly, for the two-body wave-operator the equation is

$$
\begin{align*}
{\left[\Omega_{\mathrm{es}}(2), H_{0}\right] P=} & \sum_{a b r s}\left[\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime} b^{\prime}}^{\prime s^{\prime}}\right\rangle x_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right. \\
& \left.-x_{a b}^{r s} W\right]\left|\Phi_{a b}^{r s}\right\rangle\left\langle\Phi_{0}\right| \tag{3.30}
\end{align*}
$$

In (3.29) all the terms except $x_{a}^{r} W$ are connected and hence linked. Similarly in (3.30) all the terms are linked except $x_{a b}^{r s} W$ and the second term

$$
\left\langle\Phi_{a b}^{r s}\right| H_{e s}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}
$$

and has the following diagrammatic representations Out of these diagrams (a) is a dis-


Figure 3.3: The diagrammatic representations of the term $\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}$
connected term but (b) and (c) are connected. The diagram (a) is still linked but if only connected terms are to be retained then it should be discarded. This can be done by retaining only those terms which does not have both $a^{\prime}$ and $r^{\prime}$ in $\left|\Phi_{a b}^{r s}\right\rangle$. With this modification all the terms in (3.30) are connected and hence linked. Thus in (3.29) the only term that has unlinked contribution is $x_{a}^{r} W$ and in (3.30) it is $x_{a b}^{r s} W$. The wave-operator is connected and size-consistent if these terms are excluded. The wave-operator equation then assumes the forms
$\left[\Omega_{\mathrm{es}}(1), H_{0}\right] P=\sum_{a r}\left[\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime} s^{\prime}}\left\langle\Phi_{a \mid}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime} \prime}\right\rangle x_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right]\left|\Phi_{a}^{r}\right\rangle\left\langle\Phi_{0}\right|$
Similarly, for the two-body wave-operator the equation is
$\left[\Omega_{\mathrm{es}}(2), H_{0}\right] P=\sum_{a b r s}\left[\left\langle\Phi_{a b \mid}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a b \mid}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}\right]\left|\Phi_{a b}^{r s}\right\rangle\left\langle\Phi_{0}\right|$

Applying the modifications to the second term in (3.32) all the terms are now connected and linked too. This is the form of the equations for CEPA-0. So far the perturbation Hamiltonian has been $H_{\text {es }}$ alone. With the $P T$-reversal violating Hamiltonian $H_{\text {Prv }}$ included the perturbation Hamiltonian is

$$
H^{\prime}=H_{\mathrm{es}}+H_{\mathrm{PTV}}
$$

The corresponding wave-operators are

$$
\Omega(1)=\Omega_{\mathrm{eS}}(1)+\Omega_{\mathrm{PTV}}(1) \text { and } \Omega(2)=\Omega_{\mathrm{es}}(2)+\Omega_{\mathrm{PTV}}(2) .
$$

Wave-operators $\Omega_{\mathrm{es}}(1)$ and $\Omega_{\mathrm{es}}(2)$ are same as before but $\Omega_{\mathrm{PTV}}(1)$ and $\Omega_{\mathrm{PTV}}(2)$ are waveoperators that connect $\left\{\left|\Phi_{i}\right\rangle\right\}$ to $\left\{\left|\bar{\Phi}_{i}\right\rangle\right\}$, where $\left\{\left|\bar{\Phi}_{i}\right\rangle\right\}$ is the configuration space opposite in parity to $\left|\Phi_{0}\right\rangle$. Within the total configuration space $\Omega_{\text {РтV }}(1)$ and $\Omega_{\text {PTV }}(2)$ can be represented as

$$
\Omega_{\mathrm{PTV}}(1)=\sum_{a r}\left|\bar{\Phi}_{a}\right\rangle\left\langle\left\langle\Phi_{0}\right|{\overline{x_{a}^{r}}}_{a}^{r} \text { and } \Omega_{\mathrm{PTV}}(2)=\sum_{a b r s} \mid \bar{\Phi}_{a b}^{s}\right\rangle\left\langle\Phi_{0}\right|{\overline{x_{a}^{r}}}_{r b}^{s}
$$

The equations for $\Omega_{\mathrm{PTV}}(1)$ is

$$
\begin{align*}
{\left[\Omega_{\mathrm{PTV}}(1), H_{0}\right] P=} & \sum_{a r}\left[\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{PTV}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} \tau^{\prime} s^{\prime}}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} b_{b}^{\prime}}^{r^{\prime}}\right\rangle x_{a_{a^{\prime} b_{b}^{\prime}}^{r^{\prime}}}\right. \\
& \left.+\sum_{c t}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \bar{x}_{c}^{t}+\sum_{c d t u}\left\langle\bar{\Phi}_{a}^{r}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \bar{x}_{c d}^{t u}\right]\left|\bar{\Phi}_{a}\right\rangle\left\langle\Phi_{0}\right| \tag{3.33}
\end{align*}
$$

In expression (3.33) the condition that $H_{\text {PTV }}$ should be treated to first order is taken care of by excluding terms of the form $\left\langle\Phi_{i}\right| H_{\mathrm{PTV}}\left|\bar{\Phi}_{j}\right\rangle \bar{x}$. The equation for $\Omega_{\mathrm{PTV}}(2)$ is

$$
\begin{align*}
{\left[\Omega_{\mathrm{PTV}}(2), H_{0}\right] P=} & \sum_{a b r s}\left[\sum_{a^{\prime} b^{\prime} r^{\prime} r^{\prime}}\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right\rangle x_{a^{r^{\prime} b^{\prime} b^{\prime}}}+\sum_{c t}\left\langle\bar{\Phi}_{a b}^{T_{s}^{s}}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \bar{x}_{c}^{t}\right. \\
& \left.+\sum_{c d t u}\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \bar{x}_{c d}^{t u}\right]\left|\bar{\Phi}_{a b}^{s}\right\rangle\left\langle\Phi_{0}\right| \tag{3.34}
\end{align*}
$$

The term $\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\text {PTV }}\left|\Phi_{0}\right\rangle$ does not contribute as $H_{\text {PTV }}$ being a one-body interaction Hamiltonian it cannot produce double excitation. In addition the term $\sum_{a^{\prime} r}{ }^{\prime}\left\langle\bar{\Phi}_{a b}^{r s}\right| H_{\text {PTV }}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}$ has been excluded as it is always disconnected. The second term in (3.34) can still give disconnected terms but they can be avoided by using the same remedy as applied to

$$
\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}
$$

Hence all the terms are connected in the expression for $\Omega_{\mathrm{PTV}}(1)$ and $\Omega_{\mathrm{PTV}}(2)$.

### 3.7.2 Size Consistency with Connected Diagrams

The other way of separating the wave-operator is in terms of cluster operators. The cluster-operator $T_{n}$ is defined as

$$
T_{n}=(\Omega(n))_{\mathrm{conn}} \text { and } T=\sum_{n=1}^{N} T_{n}
$$

The wave-operators are related to the cluster operators as

$$
\begin{equation*}
\Omega(n)=T_{n}+\sum_{p=1}^{p_{\max }} \sum_{i=1}^{i_{\max }} \frac{1}{i!j!\}}\left\{\left(T_{p}\right)^{i} \sum_{l=p+1}^{n-p}\left(T_{l}\right)^{j}\right\} \tag{3.35}
\end{equation*}
$$

where

$$
i_{\max }=\operatorname{integer}(n / p), \quad j_{\mathrm{rem}}=\frac{(n-p \times i)}{l}, \quad p_{\max }= \begin{cases}p / 2 & \text { if } p \text { is even } \\ (p-1) / 2 & \text { if } p \text { is odd }\end{cases}
$$

and

$$
j= \begin{cases}j_{\mathrm{rem}} & \text { if } j_{\mathrm{rem}} \text { is an integer } \\ -\infty & \text { if } j_{\mathrm{rem}} \text { is not an integer }\end{cases}
$$

That is when $j$ is not an integer the second term in (3.35) does not contribute to the waveoperator. The equation for the cluster-operator with the residual Coulomb interaction as the perturbation is

$$
\left[T_{\mathrm{es}}, H_{0}\right] P=\left(Q H_{\mathrm{es}} \Omega_{\mathrm{es}} P-\chi_{\mathrm{es}} W P\right)_{\mathrm{conn}}
$$

Taking only the linear terms of single and double cluster-operators, the wave-operator is

$$
\Omega_{\mathrm{es}}=1+T_{\mathrm{es}}(1)+T_{\mathrm{es}}(2) \text { and } W=H_{\mathrm{es}} T
$$

The wave-operator $\Omega_{\text {es }}$ has been approximated by the linear cluster terms for the following reasons:

- The correlation introduced by $T_{1}^{2}$ is very small compared to the contribution from $T_{2}$. By including the $T_{2}$ a major part of the electron-electron correlation effect is taken care of.
- Among the four-body cluster operators $T_{2}^{2}$ is the major contributor but in the present formalism this term can not be included as the CSF coupling is not in particle-hole form.
- Though $T_{1}$ does not contribute significantly in the electron-electron correlation it is important as $H_{\text {prv }}$ and the dipole operators are single-electron operators.

For closed-shell systems $\chi_{\text {es }} W$ is always unlinked and hence can be avoided from the cluster equation. The cluster-operator equation is

$$
\left[T_{\mathrm{es}}, H_{0}\right] P=\left(Q H_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\mathrm{conn}}
$$

This cluster equation does not include the EPV diagrams, the linked EPV diagrams are to be avoided but unlinked EPV terms are to be retained. With suitable transformations the unlinked EPV terms can be converted into connected terms[12], thus the cluster-operator equation is

$$
\left[T_{\mathrm{es}}, H_{0}\right] P=\left(Q H_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\text {linked }}^{\mathrm{EPV}}+\left(Q H_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\mathrm{conn}}^{\mathrm{EPO}}
$$

Where the first term is EPV and second term is non-EPV. By suitable rearrangement

$$
\left(Q H_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\text {linked }}^{\mathrm{EPV}}=-\left(Q \chi_{\mathrm{es}} W P\right)^{\mathrm{EPV}}
$$

The cluster-operator equations now takes the form

$$
\left[T_{\mathrm{es}}, H_{0}\right] P=\left(Q H_{\mathrm{es}} \Omega_{\mathrm{es}} P\right)_{\mathrm{conn}}^{\mathrm{EPO}}-\left(Q \chi_{\mathrm{es}} W P\right)^{\mathrm{EPV}}
$$

With these definitions the single and double cluster-operator equations with residual coulomb interaction as the perturbation are

$$
\begin{align*}
{\left[T_{\mathrm{es}}(1), H_{0}\right] P=} & \sum_{a r}\left[\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime}}^{\prime s^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}\right. \\
& \left.-\left(\mathcal{T}_{a}^{r} W\right)^{\mathrm{EPV}}\right]\left|\Phi_{a}^{r}\right\rangle\left\langle\Phi_{0}\right| . \tag{3.36}
\end{align*}
$$

The cluster amplitudes are denoted using $\mathcal{T}$ to distinguish from the single-particle cluster amplitudes represented by $t$. Here the computation is at the CSF level and $\mathcal{T}_{a}^{r}$ means the cluster amplitude of the cluster excitation operator that excites the reference CSF state $\left|\Phi_{0}\right\rangle$ to the $\operatorname{CSF}\left|\Phi_{a}^{r}\right\rangle$. The same definition can be extended to the double excitation cluster amplitudes too.

$$
\begin{align*}
{\left[T_{\mathrm{es}}(2), H_{0}\right] P=} & \sum_{a b r s}\left[\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right. \\
& \left.-\left(\mathcal{T}_{a b}^{r s} W\right)^{\mathrm{EPV}}\right]\left|\Phi_{a b}^{r s}\right\rangle\left\langle\Phi_{0}\right| . \tag{3.37}
\end{align*}
$$

Similarly, the PT-violating cluster-operators $T_{\mathrm{PTV}}$ can also be evaluated using the equations

$$
\begin{aligned}
{\left[T_{\mathrm{PTV}}(1), H_{0}\right] P=} & \sum_{a r}\left[\left\langle\bar{\Phi}_{a}^{r}\right| H_{\mathrm{PTV}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{FTV}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right. \\
& \left.+\sum_{c t}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \overline{\mathcal{T}}_{c}^{t}+\sum_{c d t u}\left\langle\bar{\Phi}_{a}^{r}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \overline{\mathcal{T}}_{c d}^{t u}-\left(\bar{t}_{a}^{\top} W\right)^{\mathrm{EPV}}\right]\left|\bar{\Phi}_{a}\right\rangle\left\langle\Phi_{0}\right|(3.38)
\end{aligned}
$$

and

$$
\begin{align*}
{\left[T_{\mathrm{PTV}}(2), H_{0}\right] P=} & \sum_{a b r s}\left[\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\bar{\Phi}_{a b}^{r s}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{r^{\prime}}+\sum_{c t}\left\langle\bar{\Phi}_{a b}^{r s}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \bar{t}_{c}^{t}\right. \\
& \left.+\sum_{c d t u}\left\langle\bar{\Phi}_{a b}^{r s}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \overline{\mathcal{T}}_{c d}^{t u}-\left(\overline{\mathcal{T}}_{a b}^{r s} W\right)^{\mathrm{EPV}}\right]\left|\bar{\Phi}_{a b}^{s}\right\rangle\left\langle\Phi_{0}\right| \tag{3.39}
\end{align*}
$$

Using these cluster-operators

$$
\Omega_{\mathrm{es}, \mathrm{edm}}=\Omega_{\mathrm{PTV}}(1)+\Omega_{\mathrm{PTV}}(2)
$$

The required value of the atomic EDM $\vec{D}_{a}$ can be computed using the operators as

$$
\vec{D}_{\mathrm{a}}=2\left\langle\Phi_{0}\right| \Omega_{\mathrm{es}}^{\dagger} \vec{D} \Omega_{\mathrm{PTV}}\left|\Phi_{o}\right\rangle
$$

The equations describing the cluster equations are similar to the equation CEPA-2 equations[13. 14].
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## $\mathscr{C l}_{\text {laptet }} 4$

# Computation of Electric Dipole Moment with Different Many-Body Methods and Comparison 

### 4.1 The Orbitals and the Configurations

### 4.1.1 Bound and Continuum Orbitals

The orbitals used in the CSF based perturbation theory can be of any form but it should satisfy the following properties:

- completeness
- orthonormality.

These conditions are satisfied by a set of orbitals generated using a single particle Hamiltonian like the Hartree-Fock potential. Similarly, a set of orbitals generated using the [1] $V^{\mathrm{N}-1}$ potential satisfies these conditions too. We have used $V^{\mathrm{N}-1}$ orbitals in our calculation. The completeness criterion of the orbital space is determined by the convergence of the property of interest and the ground state energy $E_{0}$.

For atomic Yb the occupied-orbitals are generated first with the ground state configuration $\left|6 s^{2}\right\rangle$. The virtual orbital $\left|\psi_{i}\right\rangle$ is generated using the configuration $\left|6 s \psi_{i}\right\rangle$ where the orbitals till $6 s$ are frozen. The total angular momentum of the configuration is chosen as the smaller of the two got after coupling the angular momentum of $|6 s\rangle$ and $\left|\psi_{i}\right\rangle$. The
disadvantage of using the $V^{\mathrm{N}-1}$ potential is that to make the orbitals complete the positive continuum spectrum must be included. Though the continuum contribution to EDM is not very significant, the quadrature of the matrix elements involving continuum orbitals always incur errors. Energies of the occupied and the bound virtuals are tabulated in Table 4.1 according to symmetry.

Table 4.1

| Orb. | Energy | Orb. | Energy | Orb. | Energy |
| :---: | ---: | :---: | ---: | :---: | ---: |
| $1 s$ | -2267.65000 | $11 p *$ | -0.009912 | $5 d$ | -0.078817 |
| $2 s$ | -388.892364 | $2 p$ | -331.487409 | $6 d$ | -0.042141 |
| $3 s$ | -89.709489 | $3 p$ | -73.093962 | $7 d$ | -0.025443 |
| $4 s$ | -18.672443 | $4 p$ | -13.373581 | $8 d$ | -0.016963 |
| $5 s$ | -2.439507 | $5 p$ | -1.182791 | $9 d$ | -0.012103 |
| $6 s$ | -0.196516 | $6 p$ | -0.097130 | $10 d$ | -0.009066 |
| $7 s$ | -0.078108 | $7 p$ | -0.046876 | $4 f *$ | -0.538989 |
| $8 s$ | -0.038868 | $8 p$ | -0.029326 | $5 f *$ | -0.020177 |
| $9 s$ | -0.023602 | $9 p$ | -0.017981 | $6 f *$ | -0.014008 |
| $10 s$ | -0.015887 | $10 p$ | -0.012699 | $7 f *$ | -0.010285 |
| $11 s$ | -0.011430 | $11 p$ | -0.009445 | $8 f *$ | -0.007869 |
| $12 s$ | -0.008619 | $3 d *$ | -59.191929 | $9 f *$ | -0.006214 |
| $2 p *$ | -370.055226 | $4 d *$ | -7.777963 | $10 f *$ | -0.005030 |
| $3 p *$ | -81.422213 | $5 d *$ | -0.100042 | $4 f$ | -0.480186 |
| $4 p *$ | -15.275103 | $6 d *$ | -0.044443 | $5 f$ | -0.020043 |
| $5 p *$ | -1.419160 | $7 d *$ | -0.026277 | $6 f$ | -0.013919 |
| $6 p *$ | -0.124456 | $8 d *$ | -0.017373 | $7 f$ | -0.010225 |
| $7 p *$ | -0.053768 | $9 d *$ | -0.012338 | $8 f$ | -0.007827 |
| $8 p *$ | -0.029238 | $10 d *$ | -0.009214 | $9 f$ | -0.006184 |
| $9 p *$ | -0.018894 | $3 d$ | -57.390605 | $10 f$ | -0.005008 |
| $10 p *$ | -0.013443 | $4 d$ | -7.422074 |  |  |

In order to check on the completeness of the bound virtual orbitals $E_{0}$ is computed with the addition of each orbital of different symmetries. For each symmetry the orbital

Table 4.2: CI-energy for each of the symmetry with increasing CSFs

| Sl. No. | CSFs | Energy | Change in Energy |
| :---: | :---: | :---: | :---: |
| 1 | $\left\|6 s^{2}\right\rangle+\left\|7 s^{2}\right\rangle+\|6 s 7 s\rangle$ | -14067.671758 | -0.0002 80 |
| 2 | $+\left\|8 s^{2}\right\rangle+\|(6-7) s 8 s\rangle$ | $-14067.671883$ | -0.0001 25 |
| 3 | $+\left\|9 s^{2}\right\rangle+\|(6-8) s 9 s\rangle$ | -14067.6719 40 | -0.0000 57 |
| 4 | $+\left\|10 s^{2}\right\rangle+\|(6-9) s 10 s\rangle$ | -14067.6719 70 | $-0.000030$ |
| 5 | $+\left\|11 s^{2}\right\rangle+\|(6-10) s 11 s\rangle$ | -14067.671988 | $-0.000018$ |
| 6 | $+\left\|12 s^{2}\right\rangle+\|(6-11) s 12 s\rangle$ | -14067.6720 00 | $-0.000002$ |
| 7 | $\left\|6 s^{2}\right\rangle+\left\|6 p *^{2}\right\rangle$ | -14067.6786 17 | -0.007139 |
| 8 | $+\left\|7 p *^{2}\right\rangle+\|6 p * 7 p *\rangle$ | -14067.6798 38 | -0.0012 21 |
| 9 | $+\left\|8 p *^{2}\right\rangle+\|(6-7) p * 8 p *\rangle$ | -14067.6800 97 | -0.0002 59 |
| 10 | $+\left\|9 p *^{2}\right\rangle+\|(6-8) p * 9 p *\rangle$ | -14067.6802 24 | -0.0001 27 |
| 11 | $+\left\|10 p *^{2}\right\rangle+\|(6-9) p * 10 p *\rangle$ | -14067.6803 23 | -0.0000 99 |
| 12 | $+\left\|11 p *^{2}\right\rangle+\|(6-10) p * 11 p *\rangle$ | $-14067.680380$ | $-0.000057$ |
| 13 | $\left\|6 s^{2}\right\rangle+\left\|6 p^{2}\right\rangle$ | -14067.6774 75 | -0.0059 97 |
| 14 | $+\left\|7 p^{2}\right\rangle+\|6 p 7 p\rangle$ | -14067.6796 90 | $-0.002215$ |
| 15 | $+\left\|8 p^{2}\right\rangle+\|(6-7) p 8 p\rangle$ | -14067.6811 61 | -0.0014 71 |
| 16 | $+\left\|9 p^{2}\right\rangle+\|(6-8) p 9 p\rangle$ | -14067.6814 10 | -0.0002 49 |
| 17 | $+\left\|10 p^{2}\right\rangle+\|(6-9) p 10 p\rangle$ | -14067.6815 75 | -0.0001 65 |
| 18 | $+\left\|11 p^{2}\right\rangle+\|(6-10) p 11 p\rangle$ | -14067.681684 | -0.0001 09 |
| 19 | $\left\|6 s^{2}\right\rangle+\left\|5 d *^{2}\right\rangle$ | -14067.6740 44 | -0.0025 66 |
| 20 | $+\left\|6 d *^{2}\right\rangle+\|5 d * 6 d *\rangle$ | -14067.674200 | $-0.000156$ |
| 21 | $+\left\|7 d *^{2}\right\rangle+\|(5-6) d * 7 d *\rangle$ | -14067.6742 35 | $-0.000035$ |
| 22 | $+\left\|8 d *^{2}\right\rangle+\|(5-7) d * 8 d *\rangle$ | $-14067.674248$ | $-0.000013$ |
| 23 | $+\left\|9 d *^{2}\right\rangle+\|(5-8) d * 9 d *\rangle$ | -14067.674255 | $-0.000007$ |
| 24 | $+\left\|10 d *^{2}\right\rangle+\|(5-9) d * 10 d *\rangle$ | -14067.6742 58 | $-0.000003$ |


| Sl. No. | CSFs | Energy | Change in Energy |
| :---: | :--- | :---: | :---: |
| 25 | $\left\|6 s^{2}\right\rangle+\left\|5 d^{2}\right\rangle$ | -14067.674468 | -0.002990 |
| 26 | $+\left\|6 d^{2}\right\rangle+\|5 d 6 d\rangle$ | -14067.675081 | -0.000613 |
| 27 | $+\left\|7 d^{2}\right\rangle+\|(5-6) d 7 d\rangle$ | -14067.675229 | -0.000148 |
| 28 | $+\left\|8 d^{2}\right\rangle+\|(5-7) d 8 d\rangle$ | -14067.675286 | -0.000057 |
| 29 | $+\left\|9 d^{2}\right\rangle+\|(5-8) d 9 d\rangle$ | -14067.675314 | -0.000028 |
| 30 | $+\left\|10 d^{2}\right\rangle+\|(5-9) d 10 d\rangle$ | -14067.675330 | -0.000016 |

space is increased by one at time and $E_{0}$ is computed using CI. The CSF space for CI is the ground state $\operatorname{CSF}\left|\Phi_{0}\right\rangle$ and the set of CSFs which has same angular momentum and parity as $\left|\Phi_{0}\right\rangle$ generated using the virtual orbitals of the symmetry. Completeness of the virtual orbital space is assumed when $E_{0}$ converges to the fourth place of decimal. Ground state energy for each of the symmetry are given in the Table 4.2. In the Table 4.2 the change in energy is the difference between $E_{0}$ of the present set of CSFs and the earlier set. For each symmetry the starting comparison is the ground state CSF energy. Table shows that the convergence pattern is different for each symmetry. Compared to $7 s$ the inclusion of $6 p *$ orbital introduces a larger change in $E_{0}$ and is a result of $6 p *$ being closer in energy to $6 s$ than $7 s$. But the change in $E_{0}$ with the inclusion of $7 p *$ is much smaller than with the inclusion of $7 p$. Since the energy of $7 p$ is higher than $7 p *$ the energy separation from $6 s$ cannot explain this. This is due to the configuration mixing between those other than $\left|\Phi_{0}\right\rangle$. Energy values for the $f *$ and $f$ are not included as they converge with a single virtual orbital. For the computation six bound virtual orbitals for each symmetry is taken, the orbital space (1-12)s, (2-11)p*, (2-11)p, (3-10)d*, (3-10)d, $(4-10) f *$ and $(4-10) f$.

In the continuum orbital space the number of points used in the Gauss-Laguerre quadrature decides the number of orbitals to be included $[2,3,4]$. The continuum orbitals are identified by the symmetry and the linear momentum $k$, where $0 \leq k \leq \infty$. They are assigned negative principal quantum numbers to distinguish from the bound orbitals and are generated by using the energy $\epsilon_{k}=k^{2} / 2$. To include the complete continuum spectrum the contribution from the continuum orbitals has to be integrated over the whole
spectrum. Consider the lowest order contribution to the atomic EDM with the continuum orbitals as the intermediate orbital

$$
(\mathrm{EDM})_{\mathrm{cntm}}=\int_{0}^{\infty} d k\left\langle\psi_{6 s}\right| \vec{D}\left|\psi_{P-}(k)\right\rangle\left\langle\psi_{P-}(k)\right| H_{\mathrm{PTV}}\left|\psi_{6 s}\right\rangle(\Delta E(k))^{-1}=\int_{0}^{\infty} d k f(k)
$$

where $\Delta E(k)=\left(\epsilon_{6 s}-\epsilon_{P-}(k)\right)$ and $f(k)=\left\langle\psi_{6 s}\right| \vec{D}\left|\psi_{P-}(k)\right\rangle\left\langle\psi_{P-}(k)\right| H_{\text {PTV }}\left|\psi_{6 s}\right\rangle(\Delta E(k))^{-1}$.
Quadrature within the continuum spectrum can be simplified by discretizing it using the Gauss-Laguerre quadrature. This reduces the integration over the entire continuum spectrum to a sum over the roots of the Laguerre polynomials. If $n$ is the number of roots used in the Gauss-Laguerre quadrature and the $k_{i}$ the $i^{\text {th }}$ Laguerre root the above integration reduces to

$$
(\mathrm{EDM})_{\mathrm{cntm}}=\sum_{i=1}^{n} w_{i} e^{-k_{i}} f\left(k_{i}\right)
$$

With this form of quadrature the continuum orbitals are required only for energies corresponding to the roots of the Laguerre polynomials. For convenience the roots are normalized to 20 such that the new roots are $k_{i}^{\prime}=\left(20 \times k_{i}\right) / k_{n}$ and the corresponding energies are given by

$$
\epsilon_{k_{i}}=\frac{1}{2}\left(\frac{20 \times k_{i}}{k_{n}}\right)^{2}
$$

Using the normalized roots the integration is

$$
\begin{equation*}
(\mathrm{EDM})_{\mathrm{cntm}}=\left(\frac{20}{k_{n}}\right) \sum_{i=1}^{n} w_{i} e^{k_{i}^{\prime}} f\left(k_{i}^{\prime}\right) \tag{4.1}
\end{equation*}
$$

This is the required integration for the continuum spectrum [5]. The same expression can also be used for CSFs by reducing the matrix elements to the orbital level.

### 4.1.2 The Configuration Space Considered

The configuration space is spanned by the CSFs constructed from the $V^{\mathrm{N}-1}$ orbitals. The configurations are generated by single or double excitations from the occupied orbitals to the bound and the continuum virtual orbitals in all possible ways such that it gives the required final angular momentum. For the single reference MBPT the reference CSF of Yb is $\left|6 s^{2}\right\rangle$ and from now on it will be referred as $\left|\Phi_{0}\right\rangle$. Hence the occupied orbitals are $(1-6) s,(2-5) p *,(2-5) p,(3-4) d *,(3-4) d, 4 f *$ and $4 f$ respectively. The configuration space
generated is not a complete active space but complete for the single and double excitations from the most important outer occupied orbitals within the converged orbital orbital space. The occupied-orbital shells of the configurations that has been considered are single excitation: $\left|4 f *^{6} 4 f^{8} 6 s\right\rangle,\left|4 f *^{5} 6 s^{2}\right\rangle\left|4 f^{7} 6 s^{2}\right\rangle,\left|5 p *^{1} 6 s^{2}\right\rangle\left|5 p^{3} 6 s^{2}\right\rangle$ and $\left|5 s^{1} 6 s^{2}\right\rangle$ double excitation: $\left\langle 4 f *^{6} 4 f^{8}\right\rangle,\left|4 f^{5} 6 s\right\rangle\left|4 f^{7} 6 s\right\rangle,\left|4 f^{4} 6 s^{2}\right\rangle,\left|4 f^{6} 6 s^{2}\right\rangle,\left|4 f^{5} 4 f^{7} 6 s^{2}\right\rangle\left|5 p *^{1} 6 s\right\rangle$,

$$
\begin{aligned}
& \left|5 p^{3} 6 s\right\rangle,\left|5 p *^{1} 4 f^{5} 6 s^{2}\right\rangle,\left|5 p^{3} 4 f^{5} 6 s^{2}\right\rangle,\left|5 p *^{3} 4 f^{5} 6 s^{2}\right\rangle,\left|5 p^{3} 4 f^{5} 6 s^{2}\right\rangle,\left|5 s^{1} 6 s\right\rangle \\
& \left|5 s^{1} 4 f *^{5} 6 s^{2}\right\rangle,\left|5 s^{1} 4 f^{7} 6 s^{2}\right\rangle,\left|5 s^{1} 5 p *^{1} 6 s^{2}\right\rangle \text { and }\left|5 s^{1} 5 p^{3} 6 s^{2}\right\rangle
\end{aligned}
$$

The remaining electrons are arranged in the virtual orbitals in all possible ways. Of all the CSFs the even parity with CSF with $J=0$ and odd parity CSFs with $J=1$ are selected. Table4.3 gives the number of even and odd parity configurations generated from these in non-relativistic notation. Though not included in the table, CSFs with excitations from $5 s$ are also included in the configuration space.

Table 4.3: The number of the CSFs with different occupied configurations.

| Sl.no | Occupied part | Configurations |  | Sl.no | Occupied part | Configurations |  |
| :---: | :--- | :--- | :--- | :---: | :--- | :--- | :--- |
|  |  | Even | Odd |  |  |  | Even |
| 1 | $\|6 s\rangle$ | 6 | 12 | 2 | $\left\|4 f^{14}\right\rangle$ | 147 | 287 |
| 3 | $\left\|4 f^{13} 6 s^{2}\right\rangle$ | 12 | 18 | 4 | $\left\|4 f^{13} 6 s^{1}\right\rangle$ | 1224 | 3618 |
| 5 | $\left\|4 f^{12} 6 s^{2}\right\rangle$ | 3045 | 7739 | 6 | $\left\|5 p^{5} 4 f^{14} 6 s^{2}\right\rangle$ | 12 | 30 |
| 7 | $\left\|5 p^{5} 4 f^{14} 6 s^{1}\right\rangle$ | 1044 | 1668 | 8 | $\left\|5 p^{5} 4 f^{13} 6 s^{2}\right\rangle$ | 3604 | 2394 |

The total number of odd and even parity CSFs with bound virtual orbitals are 9930 and 17087 respectively. The modulus of the EN-partitioned energies of the CSFs-the diagonal Hamiltonian matrix elements-are as shown in the histograms below The two histograms are plotted such the the lowest $|E|$ is shifted to zero and the the range between the lowest and the highest are divided into ten units. The zero on $|E|$ axis are 14064.9531 and 14065.0068 hartrees for the even and odd parity CSFs respectively. Similarly, the highest $|E|$ are 14067.6720 and 14067.5996 hartrees respectively. From the histogram the number of configurations with low and high energies are less as the number of CSFs that can be constructed with the basis set considered are less where as the number of the configurations that can give the intermediate energy are large. This has the advantage


Figure 4.1: Histogram of $|E|$ for the even parity CSFs.
that the perturbation series converges fast as only a few of the configurations are quite close to $\left|\Phi_{0}\right\rangle$ and the energy separation with the rest of the CSFs is quite large.

Number of odd parity CSFs in the intermediate energy is more than the even parity as the odd parity configuration space can have many possible intermediate couplings to give $J=1$, to limit the number of CSFs within the memory limitations a filtering has been done. In the filtering process double excitations beyond the converged orbitals are not included for the $d$ and $f$ symmetries. Another constraint on the choice of configurations is: there shouldn't be more than four open shells in the non-relativistic notation and eight in the relativistic form, choosing only singly and doubly excited configurations satisfies this condition for a closed-shell atom like Yb . This constraint is due to the angular co-efficient computation program.

Continuum orbitals when used in the framework of single particle formulations are numerically more appropriate as the error accumulation is less severe. In the CSF approach the error accumulation becomes large as the computation of CSF energies requires integrals with some of the highly contracted inner occupied orbitals. These integrals can be avoided altogether in the single particle approach. The CSF energies of the configurations with
continuum spin orbitals are given in Table4.4. In Table4.4 the continuum orbitals are

Table 4.4: Energy of the CSF $|6 s \psi\rangle$ where $\psi$ is a continuum orbital and $\epsilon_{k}$ is its energy.

| Sl. No. | Orbital | $\epsilon_{k}$ | $\Delta E_{s}$ | CSF | CSF Energy | $\Delta E_{c}$ |
| :---: | :---: | :---: | ---: | :--- | :--- | ---: |
| 1 | $-1 s$ | 0.001946 | 0.198462 | $\|6 s-1 s\rangle$ | -14067.311121 | 0.360357 |
| 2 | $-2 s$ | 0.054383 | 0.250899 | $\|6 s-2 s\rangle$ | -14065.868166 | 1.803312 |
| 3 | $-3 s$ | 0.332473 | 0.528989 | $\|6 s-3 s\rangle$ | -14062.964038 | 4.707440 |
| 4 | $-4 s$ | 1.166880 | 1.363396 | $\|6 s-4 s\rangle$ | -14058.732033 | 8.939445 |
| 5 | $-5 s$ | 3.073778 | 3.270294 | $\|6 s-5 s\rangle$ | -14053.199819 | 14.471659 |
| 6 | $-6 s$ | 6.807528 | 7.004044 | $\|6 s-6 s\rangle$ | -14046.082458 | 21.589020 |
| 7 | $-7 s$ | 13.451533 | 13.648049 | $\|6 s-7 s\rangle$ | -14037.345257 | 30.326221 |
| 8 | $-8 s$ | 24.580682 | 24.777197 | $\|6 s-8 s\rangle$ | -14026.694739 | 40.976739 |
| 9 | $-9 s$ | 42.574612 | 42.771128 | $\|6 s-9 s\rangle$ | -14013.693315 | 53.978163 |
| 10 | $-10 s$ | 71.300565 | 71.497081 | $\|6 s-10 s\rangle$ | -13997.676078 | 69.995400 |

distinguished from the bound by the negative principal quantum numbers. Though twelve point Gauss-Laguerre quadrature has been chosen, only the first ten configurations of the form $|6 s-n s\rangle$ have been considered in the table.

The quantities $\Delta E_{c}$ and $\Delta E_{s}$ are defined as

$$
\Delta E_{c}=\left\langle 4 f^{14} 6 s \psi\right| H_{\mathrm{atom}}\left|4 f^{14} 6 s \psi\right\rangle-\left\langle 4 f^{14} 6 s^{2}\right| H_{\mathrm{atom}}\left|4 f^{14} 6 s^{2}\right\rangle
$$

and

$$
\Delta E_{s}=\left\langle 4 f^{14} 6 s \psi\right| h_{\mathrm{HF}}\left|4 f^{14} 6 s \psi\right\rangle-\left\langle 4 f^{14} 6 s^{2}\right| h_{\mathrm{HF}}\left|4 f^{14} 6 s^{2}\right\rangle=\epsilon_{\psi}-\epsilon_{6 s}
$$

A non-single particle Hamiltonian like EN-partitioning includes a part of the static correlation and hence give configuration energy lower than the single particle Hamiltonian energy. As the static correlation is included in both configurations and is stronger in the ground state configuration, $\Delta E_{c}$ should be larger than the single particle value $\Delta E_{s}$. Consider the configuration $|6 s 7 s\rangle$, with EN-partitioning its energy is -14067.534125 and $\Delta E_{c}$ is 0.137357 hartrees respectively. The single particle energy difference between 7 s and $6 s$ orbitals is 0.118408 hartrees and this is the value of $\Delta E_{s}$ for $|6 s 7 s\rangle$. The difference between $\Delta E_{c}$ and $\Delta E_{s}$ can be accounted to different strengths of static correlation in $\left|\Phi_{0}\right\rangle$
and $|6 s 7 s\rangle$. Where as with the continuum orbitals the difference can be due to numerical error accumulation too.

Energies of $\mathrm{Yb}^{+}$and $\mathrm{Yb}^{2+}$ computed using the $V^{\mathrm{N}-1}$ orbitals are -14067.474962 and -14067.064669 hartrees respectively, the corresponding configurations are $\left|5 p^{6} 4 f^{14} 6 s\right\rangle$ and $\left|5 p^{6} 4 f^{14}\right\rangle$ respectively. Taking the difference with the energy of $\left|\Phi_{0}\right\rangle$ gives the first ionization potential as 0.196516 hartrees and the double ionization potential as 0.606809 hartrees. Consider the first two continuum orbitals, their energies are lower than double particle excitation energy of $6 s$ shell. Which implies that the energy of $|6 s-1 s\rangle$ and $s|6 s-2 s\rangle$ should be between that of $\mathrm{Yb}^{+}$and $\mathrm{Yb}^{2+}$, this is so for the configuration with the first but not for the second one. This could be due to decrease in the strength of the correlation with higher energies on the other hand as the energy of the continuum orbitals increase they get more contracted towards the core and enhance the error accumulation in quadratures involving the continuum orbitals.

### 4.2 The Matrix elements in EN-Partitioning

### 4.2.1 The Residual Coulomb Interaction

The energy $E_{i}$ of a $\operatorname{CSF}\left|\Phi_{i}\right\rangle$ in the EN-partitioning can be written in terms of orbitals as

$$
E_{i}=\left\langle\Phi_{i}\right| H_{\text {atom }}\left|\Phi_{i}\right\rangle=\sum_{i} A(i, i)\left\langle\psi_{i}\right| t\left|\psi_{i}\right\rangle+\sum_{i>j} B(i j, i j)\left\langle\psi_{i} \psi_{j}\right|\left(1-P_{12}\right) \frac{1}{r_{12}}\left|\psi_{i} \psi_{j}\right\rangle
$$

Where $P_{12}$ is the exchange permutation operator, $A(i, i)$ and $B(i j, i j)$ are the angular factors required in reducing the CSF matrix elements to orbital level. The angular factor for the exchange part is $B(i j, j i)$ and $B(i j, i j) \neq B(i j, j i)$. Similarly, the Moller-Plesset partitioning with Hartree-Fock potential gives the energy of this configuration as

$$
E_{i}^{\mathrm{MP}}=\left\langle\Phi_{i}\right| h_{\mathrm{HF}}\left|\Phi_{i}\right\rangle=\sum_{i \in\left|\Phi_{i}\right\rangle} q_{i} \epsilon_{i} .
$$

Where $q_{i}$ is the occupation number of the $i^{\text {th }}$ orbital and $\epsilon_{i}$ is the corresponding singleparticle energy. The EN-energy can be expressed in terms of the Moller-Plesset energy for closed-shell CSFs as

$$
E_{i}=E_{i}^{\mathrm{MP}}-\sum_{i \in\left|\Phi_{i}\right\rangle}\left[\sum_{b \notin\left|\Phi_{i}\right\rangle}\left\langle\psi_{i} \psi_{b}\right|\left(1-P_{12}\right) \frac{1}{r_{12}}\left|\psi_{i} \psi_{b}\right\rangle\right]-\frac{1}{2} \sum_{r \in\left|\Phi_{i}\right\rangle}\left[\sum_{b \in\left|\Phi_{i}\right\rangle}\left\langle\psi_{r} \psi_{b}\right|\right.
$$

$$
\left.\left(1-P_{12}\right) \frac{1}{r_{12}}\left|\psi_{r} \psi_{b}\right\rangle\right]+\frac{1}{2} \sum_{r \in\left|\Phi_{t}\right\rangle}\left[\sum_{s \in\left|\Phi_{i}\right\rangle}\left\langle\psi_{r} \psi_{s}\right|\left(1-P_{12}\right) \frac{1}{r_{12}}\left|\psi_{r} \psi_{s}\right\rangle\right] .
$$

For open-shell CSFs angular factors make it difficult to arrive at a straight forward relation. If the model space is spanned by the reference CSF alone then terms other than $E_{i}^{\mathrm{MP}}$ contributes to a shift in the energy denominator and each of the matrix element combined with appropriate numerator is a sum of ladder diagrams to all orders. Ladder diagrams can be grouped into three classes: (i) particle-particle (ii) particle-hole and (iii) hole-hole. The second and third term in the above equation is particle-hole class and the last term is particle-particle class. The summation over hole-hole class of ladder diagrams is given by the reference state energy in the energy denominator. Since the diagonal elements are the energy in EN-partitioning the histograms in the earlier section gives a comparison of the diagonal terms and their range but with $V^{\mathrm{N}-1}$ potential as the central field potential.

The residual Coulomb interaction $H_{e s}$ in EN-partitioning is the off-diagonal matrix elements of $H_{\text {atom }}$ within the whole of configuration space under consideration and can be represented as

$$
H_{\mathrm{es}}=\sum_{i \neq j}\left\langle\Phi_{i}\right| H_{\mathrm{atom}}\left|\Phi_{j}\right\rangle\left|\Phi_{i}\right\rangle\left\langle\Phi_{j}\right|=\sum_{i \neq j}\left\langle\Phi_{i}\right| \sum_{m}\left(t+\sum_{n>m} \frac{1}{r_{m n}}\right)\left|\Phi_{j}\right\rangle\left|\Phi_{i}\right\rangle\left\langle\Phi_{j}\right|
$$

Let the CSF $\left|\Phi_{i}\right\rangle$ be singly excited wrt $\left|\Phi_{j}\right\rangle$ and both are singly excited wrt the reference $\operatorname{CSF}\left|\Phi_{0}\right\rangle$. One of the possible form of $\left|\Phi_{i}\right\rangle$ and $\left|\Phi_{j}\right\rangle$ is

$$
\left|\Phi_{i}\right\rangle=\left|\Phi_{a}^{r}\right\rangle \text { and }\left|\Phi_{j}\right\rangle=\left|\Phi_{a}^{s}\right\rangle .
$$

The matrix element of the residual coulomb interaction between these two CSFs can be converted into orbital matrix elements as [6]

$$
\begin{equation*}
\left\langle\Phi_{a}^{r}\right| \sum_{m}\left(t+\sum_{n>m} \frac{1}{r_{m n}}\right)\left|\Phi_{a}^{s}\right\rangle=A(r, s)\left\langle\psi_{r}\right| t\left|\psi_{s}\right\rangle+\sum_{\alpha \neq a} B(r \alpha, s \alpha)\left\langle\psi_{r} \psi_{\alpha}\right|\left(1-P_{12}\right) \frac{1}{r_{12}}\left|\psi_{s} \psi_{\alpha}\right\rangle \tag{4.2}
\end{equation*}
$$

Where $\left|\psi_{\alpha}\right\rangle_{\mathrm{s}}$ are the orbitals common to both $\left|\Phi_{a}^{r}\right\rangle$ and $\left|\Phi_{a}^{s}\right\rangle$. If $\left\{\mid \psi_{r}\right\} \in\left|\Phi_{a}^{r}\right\rangle$ and $\left\{\mid \psi_{s}\right\} \in$ $\left|\Phi_{a}^{s}\right\rangle$ then $\left\{\left|\psi_{\alpha}\right\rangle\right\}=\left\{\left|\psi_{r}\right\rangle\right\} \cap\left\{\left|\psi_{s}\right\rangle\right\}$. Similarly, for CSFs $\left|\Phi_{a b}^{r s}\right\rangle$ and $\left|\Phi_{a b}^{t u}\right\rangle$ which are doubly excited wrt each other and the reference state $\left|\Phi_{0}\right\rangle$.the matrix element that contributes to $H_{\text {es }}$ is

$$
\begin{equation*}
\left\langle\Phi_{a b}^{r s}\right| \sum_{m}\left(t+\sum_{n>m} \frac{1}{r_{m n}}\right)\left|\Phi_{a b}^{t u}\right\rangle=B(r s, t u)\left\langle\psi_{r} \psi_{s}\right|\left(1-P_{12}\right) \frac{1}{r_{12}}\left|\psi_{t} \psi_{u}\right\rangle \tag{4.3}
\end{equation*}
$$

The single-electron part of the Hamiltonian does not contribute in the above expression as it cannot excite two electrons. Similarly, there are doubly excited configurations which are coupled by single excitation/de-excitation, the matrix elements of which can be evaluated in terms of orbitals. Two configurations which are connected by triple or higher excitations/de-excitations are not coupled directly-two configurations are coupled directly by an interaction Hamiltonian if its matrix elements wrt the configurations is non-zero-but can be coupled when $H_{\text {es }}$ is treated to higher orders. An example of such configurations in Yb is $\left|4 f *^{6} 4 f^{8} 6 p *^{2}\right\rangle$ and $\left|5 p *^{1} 6 s^{1} 6 p^{2}\right\rangle$, both are doubly excited with respect to the $\left|\Phi_{0}\right\rangle$ but between them it is a triple excitation. This is a motivation for treating $H_{\text {es }}$ to high orders as it includes different forms of configuration coupling. The other possible direct con-


Figure 4.2: Histogram of $|H(i j)|$ for the even and odd parity CSFs.
figuration coupling is between the singly and doubly excited configurations which can be evaluated similar to the earlier cases. Expressions (4.2) and (4.3) are typical examples as only the particle to particle excitation has been considered. The other forms of excitations are hole to hole and hole-particle to hole-particle.

The histogram in the Fig:4.2 gives the number of the offdiagonal coupling terms and the $\log$ of absolute value of $H(i j)$, which represents the residual coulomb interaction coupling between the two $\operatorname{CSFs}\left|\Phi_{i}\right\rangle$ and $\left|\Phi_{j}\right\rangle$. The solid line is for the odd parity configurations and the dashed line for the even parity configurations. It can be inferred that very few configurations are coupled very strongly, but several of CSFs couple in the range $10^{-3}-$
$10^{-4}$, so when a sufficiently large configuration space is taken these terms will add upto to give non-trivial contributions.

### 4.2.2 The PT-Violating and Dipole Interaction Terms

Consider the PT-violating interaction which is dependent on the nuclear density its matrix element between two CSFs is non-zero only when they are connected by a single excitation/de-excitation from $s$ to $p *$ symmetry orbitals or vice-versa. Within the CSF space considered, the CSFs that correspond to these effects can connect through the PTviolating interaction in the following manner (i) $\left|\Phi_{0}\right\rangle$ and singly excited CSFs (ii) between singly excited CSFs (iii) singly and doubly excited CSFs and (iv) between doubly excited CSFs. The matrix elements of $H_{\mathrm{PTV}}$ can be computed in terms of single particle orbitals like in the case of $H_{\text {es }}$ by using appropriate radial and angular factors

$$
\left\langle\Phi_{i}\right| H_{\mathrm{PTV}}\left|\Phi_{j}\right\rangle=T(i, j, k, l)\left\langle\psi_{k}\right| H_{\mathrm{PTV}}\left|\psi_{l}\right\rangle
$$

Where $T(i, j, k, l)$ is the angular factor to convert from the CSF level to the orbital level. The above expression shows that the same single-particle matrix element can contribute to many different configuration couplings via $H_{\text {PTV }}$. An example is: the coupling between $\left|6 s^{2}\right\rangle$ and $|6 s 6 p *\rangle$ is the same as between $|6 s 6 p *\rangle$ and $\left|6 p *^{2}\right\rangle$. In this respect a single particle approach will reduce the number of excitations considerably but it introduces complications when higher order perturbations are considered as the excited configurations are purely defined by the perturbations rather than defined apriori as in EN-partitioning. At the single particle level the strength of the coupling can be enhanced in the following cases:

- when one of the orbitals lie deep in the core, it is highly contracted towards the nuclear region and hence the $H_{\text {PTV }}$ coupling is quite strong.
- continuum orbitals due to their high kinetic energy penetrates deeper into the nuclear region. As a result the $H_{\text {PTV }}$ coupling gets stronger when one of the orbitals involved is a continuum.

But, in both cases the energy difference in the denominator suppresses the contribution to the final expectation value of EDM significantly. In the Table4.5 the $H_{\mathrm{PTV}}$ reduced matrix
element between the $7 s$ and $n p *$ are given. The values of the matrix elements has been
Table 4.5: Matrix element of $H_{\text {PTV }} w r t n p *$ and $7 s$ orbital

| Sl. No. | $n$ | $\left\langle n p *\left\\|H_{\text {PTV }}\right\\| 7 s\right\rangle$ | Sl. No. | $n$ | $\left\langle n p *\left\\|H_{\text {PTV }}\right\\| 7 s\right\rangle$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 12 | -0.029819 | 2 | 11 | 0.048386 |
| 3 | 10 | 0.062750 | 4 | 9 | 0.065603 |
| 5 | 8 | 0.087994 | 6 | 7 | -0.172447 |
| 7 | 6 | -0.319155 | 8 | 5 | -1.786683 |
| 9 | 4 | -5.191537 | 10 | 3 | -10.846318 |
| 11 | 2 | -21.827341 |  |  |  |

parameterized in terms of $C_{T} \sigma_{N z} \times 10^{-12}$, where $C_{T}$ is the TPT coupling constant and $\sigma_{N z}$ is the component of nuclear-spin along the z-axis. The expression has been computed for the $z$-component. These matrix elements do contribute to the lowest order EDM and can contribute through one or more order of residual coulomb interaction too. The core $p *$ contributes via coupled perturbed Hartree-Fock terms, whereas virtual $p *$ orbitals contribute through correlation terms. One important trend in the matrix elements is the flip in sign and the continuous decrease in magnitude towards the outer orbitals. This can contribute to cancellations in the value of EDM if there is no corresponding sign flip in the dipole contribution.

Within the configuration space considered $\left|\Phi_{0}\right\rangle$ is coupled to only a few CSFs from the odd parity CSF space through the $H_{\text {PTV }}$, these are single excitations from $6 s$ to virtual $p *$ orbitals $|6 s(6-11) p *\rangle$, from $5 p *$ to the virtual $s$ orbitals $\left|5 p *^{1}(7-12) s\right\rangle$ and excitations from $5 s$ to $|6 s(6-11) p *\rangle$. Only these CSFs from the odd parity get connected to $\left|\Phi_{0}\right\rangle$ with $H_{\text {PTV }}$ alone as perturbation and hence contribute to $\Omega_{\mathrm{es}, \mathrm{edm}}^{(0)}$. If one considers one order of $H_{\text {es }}$ as a perturbation, then $\left|\Phi_{0}\right\rangle$ gets connected to all the CSFs in the even parity space as all of them are generated by excitation(s) from $\left|\Phi_{0}\right\rangle$. If $H_{\text {prv }}$ is applied as the next perturbation, the number of odd parity CSFs that gets coupled to the even parity space is 6447 . This is because the whole of the even parity space is coupled directly to only 6447 CSFs in the odd parity space through $H_{\text {PTV }}$. This is a part of $\Omega_{\text {es,edm }}^{(1)}$ but not the whole as there is another contribution from applying $H_{\text {es }}$ to $\Omega_{\text {es,edm }}^{(0)}$. The difference
between the two is: in the first component $H_{\text {es }}$ is applied in the even parity space whereas in the second case it is applied in the odd parity space. The non-zero coupling from the later component are those CSFs that contribute to $\Omega_{\mathrm{es}, \mathrm{edm}}^{(0)}$. Starting from $\Omega_{\mathrm{es}, \mathrm{edm}}^{(2)}$ all the configurations in the odd parity space have non-zero contribution, this is due to the configuration coupling due to the residual coulomb interaction. In short the contribution to EDM from odd parity configurations other than those contributing to $\Omega_{\mathrm{es}, \mathrm{edm}}^{(0)}$ is due to the residual coulomb interaction.

The Dipole interaction term unlike $H_{\text {PTV }}$ depends linearly on $r$ and has the selection rules $\Delta J=0, \pm 1$ and $\Delta M=0$ for the transverse mode. So $\left|\Phi_{0}\right\rangle$ is connected to more configurations through the dipole term in odd parity space than in the case of $H_{\text {PTV }}$. In the present computation the dipole term is not treated as a perturbation. As described in earlier sections, the dipole operator is used to compute the expectation value and is the required value of the EDM in the ground state of atomic Yb. But the value of EDM remains the same when the dipole is treated as the perturbation and the expectation value of $H_{\mathrm{PTV}}$ is computed. This is more of a theoretical consistency check as in real physical systems the dipole term is the measure of the EDM as a linear response to an external field.

### 4.3 The Lowest Order EDM

The expression for the lowest order contribution to EDM from the virtual orbital $n p *$ is

$$
\left(\vec{D}_{a}\right)_{n p *}=\frac{\langle 6 s| \vec{D}|n p *\rangle\langle n p *| H_{\mathrm{Prv}}|6 s\rangle}{\epsilon_{6 s}-\epsilon_{n p *}}
$$

where $\epsilon_{6 s}$ and $\epsilon_{n p *}$ are the single particle energies of $6 s$ and $n p *$ orbitals respectively. Combining both $H_{\text {PTv }}$ and dipole terms the lowest order contributions to EDM from the first few virtual $p *$ orbitals are tabulated in Table4.6. The values in the table above have been parameterized in terms of $C_{T} \sigma_{N z} \times 10^{-12} e a_{0}$. This is at the level of single particle. A similar computation can be done at the level of configurations using CSFs instead of single particle orbitals. The expression for the EDM in terms of the CSFs is

$$
\left(\vec{D}_{a}\right)_{n p *}=\frac{\left\langle 6 s^{2}(J=0)\right| \vec{D}|6 s n p *(J=1)\rangle\langle 6 s n p *(J=1)| H_{\mathrm{PTV}}\left|6 s^{2}(J=0)\right\rangle}{E_{0}-E_{n p *}} .
$$

Table 4.6: Lowest order contribution to EDM at the single particle level.

| $n$ | $\langle 6 s\\|\vec{D}\\| n p *\rangle$ | $\left\langle n p *\left\\|H_{\text {PтV }}\right\\| 6 s\right\rangle$ | $\epsilon_{6 s}-\epsilon_{n p *}$ | $\left(\vec{D}_{a}\right)_{n p *}$ | Cumulated $\left(\vec{D}_{a}\right)_{n p *}$ |
| ---: | ---: | ---: | ---: | ---: | :---: |
| 6 | 3.669693 | -9.417666 | -0.072060 | 4.813379 | 4.813379 |
| 7 | 0.213237 | -5.088595 | -0.142747 | 0.076289 | 4.889668 |
| 8 | -0.065996 | 2.596551 | -0.167278 | 0.010266 | 4.899934 |
| 9 | -0.037463 | 1.935825 | -0.177622 | 0.004977 | 4.904911 |
| 10 | -0.027161 | 1.851632 | -0.183073 | 0.002757 | 4.907668 |
| 11 | -0.018843 | 1.427790 | -0.186604 | 0.001447 | 4.909115 |
| 12 | 0.012574 | -0.879899 | -0.188995 | 0.000613 | 4.909728 |

Where $E_{n p *}$ is the energy of the CSF $|6 \operatorname{snn} *(J=1)\rangle$. The values got using the single particle approach and the CSFs should be the same except for the effect of the static correlation, which will change the value of the energy denominator from the single particle energy denominator.

From Table4.6 it is clear that at the single particle level the lowest order contribution is dominated by $6 p *$ and the contribution from the other virtual $p *$ orbitals is marginal. Like in $7 s$ there is a flip in the sign of $H_{\text {PTV }}$ matrix element for the intermediate energy virtual $p *$ orbitals but a corresponding sign flip in the dipole matrix element maintains the sign of EDM. If not for the accompanying sign flip it can lead to cancellations. The fall in the contribution from the virtual $p *$ starting from $n=7$ is due to a decrease in the $H_{\text {Prv }}$ coupling and the widening energy gap between $n p *$ and 6 s . Compared to $6 p *$ the $\vec{D}$ coupling with $7 p *$ is more than one order of magnitude down and the energy gap is almost twice. In addition $H_{\text {PTV }}$ coupling also decreases but at a slower pace compared to $\vec{D}$ coupling. Over all there is a rapid fall in the $\vec{D}$ coupling till $9 p *$ after which it continues to fall but at a slower pace. The magnitude of the energy difference falls very fast for the first two bound virtual $p *$ but is relatively stable after as the energy separation become smaller for the high lying orbitals.

The contribution from the continuum orbitals to the lowest order can also be computed in the same way. To include the whole of continuum $p *$ orbitals space first we have to compute the required matrix elements and apply the Gauss-Laguerre quadrature. The


Figure 4.3: The contribution from the continuum orbitals.
individual contributions from the continuum $p *$ orbitals are as in Table4.7. The last column in the table gives the total value of EDM till that continuum orbital. Though the 12 point Gauss-Laguerre quadrature has been used only the first 9 points have been given as the contribution from the rest is very small. The quadrature can be done using the expression (4.1). The Fig:4.3 shows the EDM contributions from the bound and continuum contributions plotted against the orbital energies. For the continuum orbitals the plot is generated with more data points than required for the Gauss-Laguerre quadrature. Trends in the contribution from the bound and continuum orbitals are very different and this is clearly brought out in the plots. The column for $\vec{D}_{a}$ in Table4.7 is the individual contribution from the continuum orbitals weighted by the corresponding Laguerre weight factors. The last column is the cumulated value of $\langle\vec{D}\rangle$ and the final value is the total contribution from the continuum orbitals.

The individual contribution from $-1 p *$ is larger than the contribution from $7 p *$ but its contribution to the overall quadrature gets suppressed as the weight factor is less than unity. The dipole matrix element flips in sign with increase in energy but magnitude of the energy denominator and the $H_{\text {PTV }}$ matrix element increase monotonically. This also flips the sign of the contribution to EDM. Since the energy has been scaled to 20 the contribution from the whole of the continuum $p *$ spectrum is the final value multiplied
by ( $20 / k_{12}$ ), which gives the contribution from $p *$ continuum orbitals to the lowest order EDM as $0.0145856 C_{T} \sigma_{N z} \times 10^{-12} e a_{0}$. Adding up with the contribution from the bound $n p *$ virtuals the value of EDM is $4.9243136 C_{T} \sigma_{N z} \times 10^{-12} e a_{0}$.

Table 4.7: Lowest order contribution to EDM from continuum orbitals.

| $n$ | $\langle 6 s\\|\vec{D}\\| n p *\rangle$ | $\left\langle n p *\left\\|H_{\mathrm{PTV}}\right\\| 6 s\right\rangle$ | $\epsilon_{6 s}-\epsilon_{n p *}$ | $\vec{D}_{a}$ | Cumulated $\vec{D}_{a}$ |
| ---: | ---: | ---: | ---: | :---: | :---: |
| -1 | 0.089841 | -24.598244 | -0.198462 | 0.0328211 | 0.0328211 |
| -2 | 0.010944 | -24.867707 | -0.250899 | 0.0056102 | 0.0384313 |
| -3 | -0.034406 | -25.900569 | -0.528989 | -0.0097214 | 0.0287099 |
| -4 | -0.016905 | -27.287955 | -1.363396 | -0.0014750 | 0.0272349 |
| -5 | -0.007459 | -28.274533 | -3.270294 | -0.0001618 | 0.0270731 |
| -6 | -0.003311 | -28.871673 | -6.611012 | -0.0000161 | 0.0270569 |
| -7 | -0.001456 | -29.284800 | -13.648049 | -0.0000012 | 0.0270557 |
| -8 | -0.000647 | -29.617500 | -24.777129 | -0.0000001 | 0.0270556 |
| -9 | -0.000287 | -29.929147 | -42.771129 | -0.0000000 | 0.0270556 |

An important feature of the continuum is that the contribution from $-1 p *$ is quite large compared to the contribution from the whole of the continuum spectrum. This implies that the important contribution from the continuum is from a small region in the $k$-space near the origin. This is evident from the individual values in Table4.7. For completeness of the computation the continuum orbitals is important as the contribution from the continuum is larger than that of $8 p *$. At the single particle level $6 p *$ is the most important virtual orbital, it accounts for $97.747 \%$ of the lowest order EDM. The remaining $p *$ orbitals including the continuum accounts for only $2.225 \%$ and the continuum alone contributes only $0.296 \%$ to the total value.

### 4.4 The CI and Bloch Equation Based Formulations

### 4.4.1 Comparison of the Different Methods

As described in the previous chapter, atomic EDM can be computed by diagonalizing within the whole configuration space. It involves two diagonalization, one within each of
the even and the odd-parity sub-spaces. Since atomic EDM is the expectation value of the dipole operator wrt the ground state, for atomic Yb only the lowest energy ASF in the even parity sub-space is required. Within the odd-parity sub-space all the ASFs are required as they are the intermediate states. Though the $5 d$ orbital does not contribute to the atomic EDM directly, it is very important for the correlation effects as there are CSFs containing $5 d$ which mix strongly with $\left|\Phi_{0}\right\rangle$. Other configurations that mix strongly with $\left|\Phi_{0}\right\rangle$ are the double excitations from $6 s^{2}$ to the lower $s$ and $p$ orbitals. Among the oddparity ASFs the most important CSF is $|6 s 6 p *\rangle$ and similar to the even-parity sub-space configurations with excitations to $5 d$ are important. For comparison the value of EDM computed with CI , the perturbed $\mathrm{CI}(\mathrm{PCI})$ and the Bloch equation based formulation are as tabulated in Table4.8. The unit for EDM used in Table4.8 is the same as in earlier tables.

Table 4.8: Comparison of results from different methods.

| Sl. No | No of CSFs |  | CI | PCI |  | MBPT |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Odd | Even |  | $H_{\text {PTV }}$ | $\vec{D}_{a}$ | $[-4]$ | $[-8]$ |
| 1 | 100 | 100 | 6.426376 | 6.426376 | 6.426376 | 6.426427 | 6.426376 |
| 2 | 100 | 300 | 6.426371 | 6.426371 | 6.426371 | 6.426422 | 6.426371 |
| 3 | 100 | 500 | 6.429436 | 6.429436 | 6.429436 | 6.429495 | 6.429436 |
| 4 | 100 | 1000 | 6.429556 | 6.429556 | 6.429556 | 6.429612 | 6.429556 |
| 5 | 500 | 1000 | 6.096502 | 6.096502 | 6.096502 | 6.096468 | 6.096502 |
| 6 | 500 | 1500 | 6.096405 | 6.096405 | 6.096405 | 6.096372 | 6.096406 |

The CSFs considered are single excitations from $6 s, 4 f *$ and $4 f$ and double excitations with the occupied-orbital configuration $\left|4 f^{13} 6 s^{1}\right\rangle$. The sequence of the CSFs is arranged in increasing principal quantum numbers and corresponds roughly to increasing energy. The results using PCI have been given for both the interactions treated as perturbations separately. Results under the heading $H_{\mathrm{PTV}}$ are computed treating $H_{\mathrm{PTV}}$ as the perturbation in the PCI formulation and similarly for $\vec{D}$.

CI and PCI are diagonalization based methods and include the residual coulomb interaction within the configuration space to all order, whereas in the Bloch equation based MBPT approach, the order of residual coulomb interaction is decided by the convergence


Figure 4.4: The convergence of the wave-operators
criterion. For the results tabulated the wave-operator is computed till the order which contributes more than $10^{-10}$ to the CSF coefficients with the residual coulomb interaction. With the $H_{\text {PTV }}$ included as perturbation two sets of computation are done; one with the convergence criteria set to $10^{-4}$ and another to $10^{-8}$. These are tabulated in the columns labelled as $[-4]$ and $[-8]$ respectively. Higher convergence criteria with $H_{\text {PTV }}$ has been chosen as it has a scaling factor of $G_{F}$. Results in the table emphasizes the following points

- The results from CI and PCI are in perfect agreement thereby suggesting that the physical effects incorporated in the two approaches are the same even though the formulations are different. The value of EDM computed with PCI is the same whether $H_{\mathrm{PTV}}$ or $\vec{D}$ is treated as the perturbation.
- The result does not change significantly with the inclusion of CSFs which has excitations to high lying orbitals. This is another test for the convergence of the orbital basis set in terms of all the interactions involved in the computation where as the test for convergence in the single-particle picture was without the residual coloumb interaction.

Though the details of the formalisms are different, the physical effects included in all the
procedures are the same, so the results from MBPT should be identical with the CI and PCI results. Consider the first column in the MBPT results where the convergence criteria is set to $10^{-4}$, this result differs from those of CI and PCI by an order of $10^{-4}$. This can be accounted as due to different physical effects included. Higher value of the convergence criteria mean lower order of residual coloumb interaction in the odd-parity configuration sub-space. As shown in the table when the convergence criteria is decreased to $10^{-8}$, there is almost perfect agreement between the results from various methods. When the convergence criteria is set to $10^{-4}$ the order at which the wave-operator converges is 22 for $\Omega_{\text {es }}$ in the even-parity CSF space and 12 for $\Omega_{\text {es,edm }}$ in the odd-parity space, which means 22 and 12 orders of residual coulomb interaction is included in the even-parity and oddparity configuration spaces respectively. This establishes the one to one correspondence of the physical effects included in each of the methods.

The MBPT based approach has the best efficiency among the various approaches in terms of the memory usage and run time. Consider the last case with 500 even parity CSFs and 1500 odd-parity CSFs, the time taken, with CI, PCI and MBPT approaches are 5:58:23,00:15:39 and 00:7:07 hrs respectively. Ratio of the time taken with runtime of CI normalized to 100 is 100:4.366:1.986, this clearly shows the advantage of the MBPT based formalism in terms of run time. For the MBPT approach, the time taken is with the convergence criteria set to $10^{-8}$. Part of the CI and PCI approaches which takes most time is the matrix diagonalization and the enhanced run time efficiency of MBPT is the absence of diagonalization. As shown in the Fig:4.4, the convergence of $\Omega_{\text {es }}$ is much faster than that of $\Omega_{\text {es,edm }}$. This is due to the strong coupling with $H_{\text {ptv }}$. However one point to be noted is that $H_{\text {PTV }}$ is parameterized in terms of $G_{F}$, which will be included later while computing $\vec{D}_{a}$.

The computation has been done with excitations from $6 s, 4 f *$ and $4 f$ alone. This checks the importance of the high-lying bound virtuals. It is also necessary to check the importance of excitations from the occupied orbitals, for which only the lowest virtuals in each symmetry are selected and the configurations with excitations from deeper cores are included gradually. The result for such a sequence of runs is tabulated in Table 4.8. The sequence of runs show that the excitations from the $4 f$ orbitals contribute significantly
to the value of EDM but the excitations from the $5 p$ and $5 s$ are not so important. This justifies the choice of excitations till the $5 s$ occupied orbital. Configurations with excitation from

Table 4.9: Contributions from the occupied orbitals.

| Sl. no | CSFs(non-rel) |  | Value of $\vec{D}_{a}$ |
| :---: | :---: | :---: | :---: |
|  | Even CSFs | Odd CSFs |  |
| 1 | $\begin{aligned} & \left\|6 s^{2}\right\rangle+\left\|7 s^{2}\right\rangle+\left\|6 p^{2}\right\rangle+\left\|5 d^{2}\right\rangle \\ & +\left\|5 f^{2}\right\rangle+\|6 s 7 s\rangle+\|6 p 5 f\rangle \end{aligned}$ | $\begin{aligned} & \|6 s 6 p\rangle+\|7 s 6 p\rangle+\|6 p 5 d\rangle \\ & +\|5 d 5 f\rangle \end{aligned}$ | 4.840278 |
| 2 | $\begin{aligned} & +\left\|4 f^{13}(6 p+5 f)\right\rangle \\ & +\mid 4 f^{13} 6 s(7 s 6 p+7 s 5 f \\ & +6 p 5 d+5 d 5 f)\rangle+\mid 4 f^{12}\left(7 s^{2}\right. \\ & +6 p^{2}+5 d^{2}+5 f^{2}+7 s 5 d \\ & +6 p 5 f)\rangle \end{aligned}$ | $\begin{aligned} & +\left\|4 f^{13}(7 s+5 d)\right\rangle \\ & +\mid 4 f^{13} 6 s\left(7 s^{2}+5 d^{2}+7 s 5 d\right. \\ & +6 p 5 f)\rangle+\mid 4 f^{12}(7 s 6 p \\ & +7 s 5 f+6 p 5 d+5 d 5 f)\rangle \end{aligned}$ | 4.784217 |
| 3 | $\begin{aligned} & +\left\|5 p^{5} 6 p\right\rangle+\mid 5 p^{5} 6 s(7 s 6 p \\ & +7 s 5 f+6 p 5 d+5 d 5 f)\rangle \\ & +\mid 5 p^{5} 4 f^{13}\left(7 s^{2}+6 p^{2}+5 d^{2}\right. \\ & \left.\left.+5 f^{2}+7 s 5 d+6 p 5 f\right)\right\rangle \\ & +\mid 5 p^{4}\left(7 s^{2}+6 p^{2}+5 d^{2}+5 f^{2}\right. \\ & +7 s 5 d+6 p 5 f)\rangle \end{aligned}$ | $\begin{aligned} & +\left\|5 p^{5}(7 s+5 d)\right\rangle+\mid 5 p^{5} 6 s\left(7 s^{2}\right. \\ & \left.\left.+5 d^{2}+7 s 5 d+6 p 5 f\right)\right\rangle \\ & +\mid 5 p^{5} 4 f^{13}(7 s 6 p+7 s 5 f+6 p 5 d \\ & +5 d 5 f)\rangle+\mid 5 p^{4}(7 s 6 p+7 s 5 f \\ & +6 p 5 d+5 d 5 f)\rangle \end{aligned}$ | 4.748674 |
| 4 | $\begin{aligned} & +\|5 s 7 s\rangle+\mid 5 s 6 s\left(7 s^{2}+5 f^{2}\right. \\ & \left.\left.+5 d^{2}+5 f^{2}+7 s 5 d+6 p 5 f\right)\right\rangle \\ & +\mid 5 s 4 f^{13}(7 s 6 p+7 s 5 f+6 p 5 d+ \\ & +5 d 5 f)\rangle+\mid 5 s 5 p^{5}(7 s 6 p \\ & +7 s 5 f+6 p 5 d++5 d 5 f)\rangle \end{aligned}$ | $\begin{aligned} & +\|5 s 6 p\rangle+\mid 5 s 6 s(7 s 6 p+7 s 5 d \\ & +6 p 5 d+5 d 5 f)\rangle+\mid 5 s 4 f^{13}\left(7 s^{2}\right. \\ & +6 p^{2}+5 d^{2}+5 f^{2}+7 s 5 d \\ & +6 p 5 f)\rangle+\mid 5 s 5 p^{5}\left(7 s^{2}++6 p^{2}\right. \\ & \left.\left.+5 d^{2}+5 f^{2}+7 s 5 d+6 p 5 f\right)\right\rangle \end{aligned}$ | 4.745089 |

the $4 f$ occupied orbital adds to the contribution from the configurations with excitations from $6 s$ but there is a cancellation with the contributions from the $5 p$ and $5 s$ excited configurations.

### 4.4.2 Bloch Equation Based MBPT

### 4.4.2.1 Computation of $\Omega_{\mathrm{es}}$ and $E_{0}$

In the previous section we have compared the results from different methods. In this section we shall elaborate to a deeper extent on the results from the Bloch-equation based MBPT formalism. As mentioned in earlier sections the matrix approach to the Bloch-equation does not distinguish between different effects and the topology of the diagrams involved. As a result there are contributions from the size-inconsistent terms both in the energy expression as well as the properties computed. The fact that CI is a size-inconsistent theory and the result obtained using MBPT is the same as those from CI and PCI also establishes the size inconsistency of the matrix based MBPT method. The first part of the computation is the computation of the wave-operator $\Omega_{\mathrm{es}}$, using which the energy of the ground state ASF $E_{0}$ can be computed. The wave-operator $\Omega_{\mathrm{es}}$ can be computed in an order by order sequence using the Bloch equation given in the previous chapter

$$
\left[\Omega_{\mathrm{es}}, H_{0}\right] P_{+}=Q V_{\mathrm{es}} \Omega_{\mathrm{es}} P_{+}-\chi_{\mathrm{es}} P_{+} V_{\mathrm{es}} \Omega_{\mathrm{es}} P_{+},
$$

where the definitions of the quantities remain the same. From the wave-operator $\Omega_{\text {es }}$ the ground state wave-function $\left|\Psi_{0}\right\rangle$ and energy $E_{0}$ are got as

$$
\left|\Psi_{0}\right\rangle=\frac{\Omega_{\mathrm{es}}\left|\Phi_{0}\right\rangle}{\left\langle\Phi_{0}\right| \Omega_{\mathrm{es}}^{\dagger} \Omega_{\mathrm{es}}\left|\Phi_{0}\right\rangle} \quad \text { and } \quad E_{0}=\left\langle\Phi_{0}\right| H_{\mathrm{es}} \Omega_{\mathrm{es}}\left|\Phi_{0}\right\rangle
$$

Since the computation is done within the framework of EN-partitioning of the Hamiltonian, the first order energy correction of the ground state is zero. This is because in ENpartitioning the diagonal elements of the Hamiltonian matrix are taken as the energy of the configuration and offdiagonal elements as the perturbation.

The whole of the even parity configuration space is spanned by 9930 CSFs of which $1-4435$ has its occupied as $\left|4 f^{14} 6 s\right\rangle,\left|4 f^{14}\right\rangle,\left|4 f^{13} 6 s^{2}\right\rangle\left|4 f^{13} 6 s\right\rangle$ and $\left|4 f^{12} 6 s^{2}\right\rangle, 4436-9094$ corresponds to occupied of the form $\left|5 p^{5} 4 f^{14} 6 s^{2}\right\rangle,\left|5 p^{5} 4 f^{14} 6 s\right\rangle$ and $\left|5 p^{5} 4 f^{13}\right\rangle$ and the remaining CSFs has the occupied configurations $\left|5 s 5 p^{6} 4 f^{14} 6 s^{2}\right\rangle,\left|5 s 5 p^{6} 4 f^{14} 6 s\right\rangle,\left|5 s 5 p^{6} 4 f^{13}\right\rangle$, and $\left|5 s 5 p^{6} 4 f^{14} 6 p^{5}\right\rangle$. Using this set of configuration the ground state wave-function is

$$
\left|\Psi_{0}\right\rangle=0.925123\left|6 s^{2}\right\rangle+0.117217\left|6 p *^{2}\right\rangle+0.116921|6 s 7 s\rangle+0.099676\left|6 p^{2}\right\rangle
$$

$$
\begin{aligned}
& -0.060060\left|5 d^{2}\right\rangle+0.056861|6 p 7 p\rangle-0.049743\left|5 d *^{2}\right\rangle+0.048054|6 p * 7 p *\rangle \\
& +0.044318|6 p 8 p\rangle-0.044215|6 s 8 s\rangle-0.032073|5 d 6 d\rangle+\ldots .
\end{aligned}
$$

Where the wave-function has been renormalized, the normalization constant is 1.080937 . In the above expression only first ten important CSFs have been selected. As expected most of the important CSFs in $\left|\Psi_{0}\right\rangle$ are doubly excited except for $|6 s 7 s\rangle$, this being a single excitation does not interact very strongly with the ground state CSF $\left|6 s^{2}\right\rangle$ but contributes significantly through other configurations when the residual interaction is taken to very high orders. Values of $E_{0}$ with increasing size of the even configuration space is as given in Table4.10.

Table 4.10: The energy of the ground state ASF with increasing CSF-space size.

| Sl. no | No of CSF | Energy | Sl. no | No of CSF | Energy |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 100 | -14067.671479 | 2 | 500 | -14067.675569 |
| 3 | 1000 | -14067.675660 | 3 | 2000 | -14067.694264 |
| 5 | 3000 | -14067.694268 | 6 | 4000 | -14067.694991 |
| 7 | 4435 | -14067.694991 | 8 | 5435 | -14067.697413 |
| 9 | 6435 | -14067.697421 | 10 | 7435 | -14067.701928 |
| 11 | 8435 | -14067.704097 | 12 | 9094 | -14067.704097 |
| 13 | 9594 | -14067.704226 | 14 | 9930 | -14067.704226 |

Configurations are added to the configuration space in sequence of excitations from the occupied orbitals. The sequence of excitations is similar to that of Table 4.2 except that the virtual orbital space is much larger and hence the size of the configuration space is also large. As the size of the configuration space is increased more many-body effects are included in the computation. A direct measure of the importance of the even parity configurations added is the energy of the ground state ASF, the size of the change induced is a direct indication of the importance of the CSFs added.

An important quantity that can be derived from the values given in the table is the change in $E_{0}$. Define $\Delta E_{0}$ as the energy difference between the CSF energy of $\left|6 s^{2}\right\rangle$ and the energy computed using the configurations in the even-parity CSF space-correlation energy.

From the plot of $\Delta E_{0}$ it is evident that the change in the ground state ASF energy is not uniform but in steps interrupted by regions of very minimal changes. Most significant changes in $\Delta E_{0}$ occur while going from 100 to 500 , from 1000 to 2000 and from 6435 to 7435 CSFs respectively. These changes are not the combined effect of all the CSFs added but due to a few important ones. The largest change in $\Delta E_{0}$ is in going from 1000 to 2000 CSFs this corresponds to contribution from the occupied configuration $\left|4 f^{14}\right\rangle$, that is double excitation from the $6 s$ orbital shell. Of the remaining two, the first one is due to CSFs with occupied configuration $\left|4 f^{13} 6 s\right\rangle$ and the other jump is due to the CSFs with occupied configuration $\left\langle 5 p^{5} 6 s\right\rangle$. Each individually contributes -0.0041 82, -0.0179 26 and -0.004507 hartrees respectively, the combined effect amounts to $81.20 \%$ of the total change in the ground state energy due to correlation effects. The total change in $E_{0}$ due to correlation effects is -0.030450 hartrees. From these it can be concluded that, the most important CSFs that contribute to the correlation energy are those with the occupied configurations $\left|4 f^{13} 6 s\right\rangle,\left|4 f^{14}\right\rangle$ and $\left|5 p^{5} 6 s\right\rangle$ respectively. As to be expected the doubly excited CSFs are most important for capturing the correlation effects and among them it is the low lying double excitations from $6 s$ orbital shell that gives the most significant contribution to correlation energy, it contributes $54.74 \%$ of the correlation energy.

The plot (b) in Fig:4.5 shows the need to include $H_{\text {es }}$ to high orders to capture the correlation effects accurately. As shown in the graph the correlation effect due to one order of $H_{\text {es }}$ is -0.0436033 hartrees and decreases in magnitude monotonically till third order to -0.030667 hartrees but increases in the fourth order to -0.034338 hartrees. This trend of oscillation about the final value of $\Delta E_{0}-0.032748$ hartrees continues till it converges. The cycle of the oscillation has a period of four orders, that is in four orders it goes to the same side of the final value of $\Delta E_{0}$ and the amplitude of the oscillation decreases with each cycle. Over all the value of $\Delta E_{0}$ behaves like a damped oscillator with a cycle of four orders. If $E_{0}$ is computed by truncating the perturbation to the first few orders where the amplitude of oscillation is quite significant the value of $\Delta E_{0}$ can be erroneous.

The Fig:4.6 shows the trend of wave-operator convergence. The first graph is a plot of the value of the convergence criteria against the order of perturbation and second graph is plot of $\log _{10}$ of the convergence criteria against the order of perturbation. From the


Figure 4.5: The change in energy due to many-body effects introduced by the configurations.
first graph it is evident that the convergence criteria starts off with a small value but as shown in the second graph in terms of order of magnitude, the convergence is not so fast. Still the convergence is monotonic with very regular fluctuations. As described in the last chapter, the first step for computation of the wave-operator $\Omega_{\mathrm{es}, \mathrm{edm}}$ is the computation of $\Omega_{\mathrm{es}}$, then using it various orders of $\Omega_{\mathrm{es}, \mathrm{edm}}$ can be computed.

### 4.4.2.2 Computation of $\Omega_{\text {es,edm }}$ and $\vec{D}_{a}$

The next step towards EDM computation is the inclusion of odd-parity CSFs within the configuration space used so far, which has been solely spanned by even-parity CSFs. Once $H_{\mathrm{PTV}}$ is applied to the wave-operator $\Omega_{\mathrm{es}}$, it maps onto the odd-parity component of the configuration space and can never be mapped back to the even-parity component as $H_{\text {PTV }}$ is treated to first order only. This is followed by a sequence of residual coulomb interaction $H_{\text {es }}$, which accounts for the correlation effects in the odd-parity sub-space. In essence what is achieved is a sequence of perturbations applied to the ground state CSF $\left|6 s^{2}\right\rangle$, where $H_{\mathrm{PTV}}$ is sandwiched between all possible arrangements of $H_{\mathrm{es}}$. After the computation of the wave-operator $\Omega_{\text {es }}$, it is stored in an order by order sequence. These are accessed as


Figure 4.6: The convergence of the wave-operators
and when required during the computation of $\Omega_{\mathrm{es}, \mathrm{edm}}$, this is an advantage as $\Omega_{\mathrm{es}, \mathrm{edm}}$ is computed order by order. The wave-operator $\Omega_{\mathrm{es}, \mathrm{edm}}$ can be computed in an order by order sequence using the Bloch equation defined in the earlier chapter

$$
\left[\Omega_{\mathrm{es}, \mathrm{edm}}^{(n)}, H_{0}\right] P_{+}=\left(Q_{-} H_{\mathrm{PTV}} \Omega_{\mathrm{es}}^{(n)}+Q_{-} V_{\mathrm{es}} \Omega_{\mathrm{es}, \mathrm{edm}}^{(n-1)}-\sum_{m=0}^{n-1} \Omega_{\mathrm{es}, \mathrm{edm}}^{(m)} P_{+} V_{\mathrm{es}} \Omega_{\mathrm{es}}^{(n-m-1)}\right) P_{+}
$$

Where the definition of all the quantities remain the same as defined in the earlier chapter. Once the wave-operator $\Omega_{\text {es.edm }}$ is computed, the mixed parity ground state wave-function $\left|\tilde{\Psi}_{0}\right\rangle$ can be written in terms of the wave-operators $\Omega_{\mathrm{es}}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}$ as

$$
\left|\tilde{\Psi}_{0}\right\rangle=\left|\Psi_{0}\right\rangle+\left|\Psi_{\mathrm{corr}}^{0}\right\rangle=\left(\Omega_{\mathrm{es}}+\Omega_{\mathrm{es}, \mathrm{edm}}\right)\left|\Phi_{0}\right\rangle
$$

From this expression the value of $\vec{D}_{a}$ can be calculated using the expression

$$
\vec{D}_{a}=\left\langle\tilde{\Psi}_{0}\right| \vec{D}\left|\tilde{\Psi}_{0}\right\rangle=2\left\langle\Phi_{0}\right| \Omega_{\mathrm{es}}^{\dagger} \vec{D} \Omega_{\mathrm{es}, \mathrm{edm}}\left|\Phi_{0}\right\rangle
$$

While choosing the odd-parity configurations the same criteria as in even-partiy space is applied. This is because the criteria used in the even-parity space are valid for oddparity also as these were arrived at by considering $\vec{D}_{a}$ which is a property that involves both the even and odd parity configurations. The whole of the odd parity configuration sub-space is spanned by 17087 CSFs, where the CSFs 1-11676 have occupied configurations
$\left|4 f^{14} 6 s\right\rangle,\left|4 f^{14}\right\rangle,\left|4 f^{13} 6 s^{2}\right\rangle$ and $\left|4 f^{13} 6 s\right\rangle, 11677-15768$ CSFs are spanned by occupied configurations $\left|5 p^{5} 4 f^{14} 6 s^{2}\right\rangle,\left|5 p^{5} 4 f^{14} 6 s\right\rangle$ and $\left|5 p^{5} 4 f^{13}\right\rangle$ and $15769-17087$ is spanned by CSFs with occupied configurations $\left|5 s 6 s^{2}\right\rangle,|5 s 6 s\rangle,\left|5 s 4 f^{13}\right\rangle$ and $|5 s 5 p\rangle$. The majority of the configurations are with the excitations from $4 f$ orbital, because $f$ has the highest total angular momentum among all the orbitals considered and the total angular momentum of the CSF $J=1$ can be got in many intermediate coupling sequences.

With this choice of configuration space, many forms of correlation effects will be picked up. The correction to the ground state $\left|\Psi_{0}\right\rangle$ from the opposite parity sub-space due to $H_{\text {РтV }}$ with all the configurations considered is

$$
\begin{aligned}
\left|\Psi_{\text {corr }}^{0}\right\rangle= & \mathcal{A}(-55.140373|6 s 6 p *\rangle-17.368184|6 s 7 p *\rangle+10.823186|6 s 6 p\rangle \\
& -9.506423|5 p * 7 s\rangle-9.284100|5 s 6 p *\rangle+7.832272|6 s 8 p *\rangle+7.195056|6 p * 5 d *\rangle \\
& +5.546422|6 s 9 p *\rangle+5.518958|6 p 5 d *\rangle+5.124677|5 p * 8 s\rangle+\ldots) .
\end{aligned}
$$

Where $\mathcal{A}=\sqrt{2} C_{T} \sigma_{N} G_{F}$. In the expression for $\left|\Psi_{\text {corr }}^{0}\right\rangle$ only the first ten important configurations has been listed. Though the coefficients are much larger than unity when scaled by the parameter $\sqrt{2} G_{F}$, it becomes very small. The product of the coupling constant $C_{T}$ and nuclear spin $\sigma_{N}$ is retained throughout as a parameter and $C_{T}$ can be estimated by combining with the experimental results. The above expression for $\left\langle\Psi_{\text {corr }}^{0}\right\rangle$ shows that:

- As in the lowest order single-particle case, the coefficients of the CSFs $|6 s n p *\rangle$ flip sign for $n \geq 8$. In the lowest order computation a complementary sign flip of the dipole matrix element will not change the sign of $\vec{D}_{a}$. Here there can be configurations where this does not happen.
- Most of the important CSFs are singly excited with respect to the ground state CSF $\left|6 s^{2}\right\rangle$, where as in $\left|\Psi_{0}\right\rangle$ doubly excited CSFs were more important. This is because the ground state ASF $\left|\Psi_{0}\right\rangle$ is strongly dominated by $\left|6 s^{2}\right\rangle$ and $H_{\text {Рту }}$ is a single particle operator. So the singly excited odd parity CSFs that connects to $\left|6 s^{2}\right\rangle$ through $H_{\text {PTV }}$ contributes very strongly.
- Singly excited configurations like $|6 s 6 p\rangle$ can contribute through three possible manybody routes. First $H_{\text {PTV }}$ takes $\left|6 s^{2}\right\rangle$ to $|6 s n p *\rangle$ then a sequence of $H_{\text {es }}$ connects it to
$|6 s 6 p\rangle$, second a sequence of $H_{\text {es }}$ connects $\left|6 s^{2}\right\rangle$ to $|6 p * 6 p\rangle$ and $H_{\text {PTV }}$ takes it to $|6 s 6 p\rangle$ and third a sequence of $H_{\text {es }}$ takes $\left|6 s^{2}\right\rangle$ to a CSF $\left|\Phi_{i}\right\rangle$ which connects to $\left|\Phi_{j}\right\rangle$ via $H_{\mathrm{prv}}$ and from there another sequence of $H_{\text {es }}$ takes it to $|6 s 6 p\rangle$. The importance of many-body effects is demonstrated by the presence of $|6 s 6 p\rangle$ as the third important CSF that contributes to $\left\langle\Psi_{\text {corr }}^{0}\right\rangle$.
- The two most important doubly excited odd-parity CSFs for the evaluation of EDM are $|6 p * 5 d\rangle$ and $|6 p 5 d *\rangle$. More interesting is the second as both the virtual orbitals involved cannot contribute to the $H_{\text {PTV }}$ matrix elements. Among the possible manybody routes which can contribute to the co-efficient of $|6 p 5 d *\rangle$ one possibility is through the deeper occupied orbitals $5 p *$ and $5 s$, this would contribute to core polarization effects.

The value of $\vec{D}_{a}$ as computed using the set of configurations with increasing number of configurations is tabulated Table 4.11. In this sequence of runs both even and odd CSFs are increased alternately or at the same time. This gives the importance of particular occupied orbitals with respect to both the even and odd parity CSF space.

Another possible sequence of run is to keep the number of either the even or odd CSFs fixed to the maximum allowed and then compute the EDM by increasing the number of CSFs in the opposite parity CSF space. The results of such a sequence of runs is given in the Table 4.12. If the earlier sequence of runs shows the importance of occupied orbitals in the whole configuration space, these two runs show the importance of the occupied orbitals in CSF sub-space of each parity.

Like in correlation energy $\Delta E_{0}$ there is a significant change in the value of EDM when CSFs with double excitations from $6 s$ are included. To see the change more clearly the values of $\vec{D}_{a}$ in the two sequence of the runs are plotted in Fig:4.7. Consider the sequence of runs with the number of even-parity CSFs fixed, the value of $\vec{D}_{a}$ increase as the number of the odd-parity CSFs is increased. Which means that there are no appreciable cancellations due to addition of CSFs in the odd-parity sub-space. On the other hand in the second sequence of runs where the number of odd-parity CSFs is fixed, the value of $\vec{D}_{a}$ decreases as the number of even-parity CSFs is increased. This trend is opposite as compared to

Table 4.11: Values of $\vec{D}_{a}$ for different number of even and odd parity configurations.

| Sl. no | No of CSFs |  | $\vec{D}_{a}$ | Sl. no | No of CSFs |  | $\vec{D}_{a}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Even | Odd |  |  | Even | Odd |  |
| 1 | 100 | 100 | 6.426427 | 17 | 4435 | 10500 | 4.172247 |
| 2 | 100 | 300 | 6.426422 | 18 | 4435 | 11500 | 4.172247 |
| 3 | 100 | 500 | 6.429490 | 19 | 4435 | 12500 | 4.174136 |
| 4 | 100 | 1000 | 6.429612 | 20 | 4435 | 13500 | 4.174074 |
| 5 | 500 | 1000 | 6.096468 | 21 | 4435 | 14500 | 4.206956 |
| 6 | 500 | 1500 | 6.096372 | 22 | 4435 | 15768 | 4.219886 |
| 7 | 500 | 2500 | 6.128287 | 23 | 5435 | 15768 | 4.534487 |
| 8 | 1000 | 2500 | 6.128027 | 24 | 6435 | 15768 | 4.533498 |
| 9 | 1000 | 3500 | 6.124255 | 25 | 7435 | 15768 | 4.500068 |
| 10 | 3000 | 4500 | 4.198277 | 26 | 8435 | 15768 | 4.429581 |
| 11 | 4000 | 4500 | 4.172178 | 27 | 9094 | 15768 | 4.429581 |
| 12 | 4000 | 5500 | 4.172175 | 28 | 9594 | 15768 | 4.442463 |
| 13 | 4000 | 6500 | 4.172255 | 29 | 9930 | 15768 | 4.442463 |
| 14 | 4000 | 7500 | 4.172261 | 30 | 9930 | 16768 | 4.443623 |
| 15 | 4000 | 8500 | 4.172244 | 31 | 9930 | 17087 | 4.4438 58 |
| 16 | 4435 | 9500 | 4.172246 |  |  |  |  |

the earlier sequence. In both sequence of runs there is a significant change in the value of $\vec{D}_{a}$ when CSFs with double excitation from $6 s$ orbital are added. But, the signs of the change are different, in the even CSF space the inclusion of CSFs with double excitation from $6 s$ increases the value of $\vec{D}_{a}$ where as in the odd-parity CSFs the trend is opposite.

Consider the expression for EDM it can be expanded as

$$
\vec{D}_{a}=2\left(\left\langle\Phi_{0}\right| \vec{D} \Omega_{\mathrm{es}, \mathrm{edm}}\left|\Phi_{0}\right\rangle+\sum_{n}\left\langle\Phi_{0}\right| \Omega_{\mathrm{es}}^{\dagger(n)} \vec{D} \Omega_{\mathrm{es}, \mathrm{edm}}\left|\Phi_{0}\right\rangle\right) .
$$

Which can be rewritten in terms of configuration coefficients as

$$
\begin{equation*}
\vec{D}_{a}=2\left[\left\langle\Phi_{0}\right|+\sum_{i}\left\langle\Phi_{i}\right| \mathcal{C}_{i}^{(\mathrm{es})}\right] \vec{D} \Omega_{\mathrm{es}, \mathrm{edm}}\left|\Phi_{0}\right\rangle=2 \sum_{j}\left[\left\langle\Phi_{0}\right|+\sum_{i \neq 0}\left\langle\Phi_{i}\right| \mathcal{C}_{i}^{(\mathrm{es})}\right] \vec{D} \mathcal{C}_{j}^{(\cdots, \mathrm{m}, \mathrm{ed} \mathrm{tan})}\left|\Phi_{j}\right\rangle \tag{4,4}
\end{equation*}
$$

Table 4.12: Values of $\vec{D}_{a}$ for different number of even and odd parity configurations.

| No of CSFs |  | $\vec{D}_{a}$ | Sl. no | No of CSFs |  | $\vec{D}_{a}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | Even CSFs | Odd CSFs |  |
| Even CSFs | Odd CSFs |  | 3.365483 | 10 | 7 | 17087 |
| 9930 | 12 | 3.243089 |  |  |  |  |
| 9930 | 30 | 3.360554 | 11 | 19 | 17087 | 8.243089 |
| 9930 | 3648 | 3.409546 | 12 | 1243 | 17087 | 7.683105 |
| 9930 | 3846 | 4.389521 | 13 | 1390 | 17087 | 4.264544 |
| 9930 | 11676 | 4.389543 | 14 | 4435 | 17087 | 4.211895 |
| 9930 | 14070 | 4.391611 | 15 | 4448 | 17087 | 4.183751 |
| 9930 | 14100 | 4.376030 | 16 | 6713 | 17087 | 4.528275 |
| 9930 | 15768 | 4.442465 | 17 | 9094 | 17087 | 4.433381 |
| 9930 | 17087 | 4.443858 | 18 |  |  |  |

Where the definitions of all quantities are the same as defined in previous chapter. Within the whole configuration space, the contribution from the first term is 5.439439 and the contribution from the second term is -0.641731 , which is just $11.80 \%$ of the first term. Five most important configurations in the second term from the even-parity sub-space are $\left|6 p *^{2}\right\rangle,\left|6 p^{2}\right\rangle,|6 p * 7 p *\rangle,\left|5 d *^{2}\right\rangle$ and $|6 p 7 p\rangle$ and their contributions are -0.811950 , $0.206515,-0.100158,0.073855$ and 0.059984 respectively, the values of EDM are in units of $C_{T} \sigma_{N} \times 10^{-12} e a_{0}$. All these are doubly excited configurations and mixes with the ground state CSF significantly but the singly excited CSF $|6 s 7 s\rangle$ which is the third important CSF in $\left|\Psi_{0}\right\rangle$ does not contribute strongly. In addition there is shift in the sequence of the important CSFs compared to the sequence in terms of contribution to $\left|\Psi_{0}\right\rangle$, this is due to difference in dipole and $H_{\mathrm{PTV}}$ coupling strengths between different CSFs.

Within the whole CSF space considered the value of $\vec{D}_{a}$ is 4.443858 . In absolute terms this is down by 0.480456 compared to the lowest order result of 4.9243136 computed in an earlier section. A major contribution to this difference is the many-body effects, this is because the direct contributions from the CSFs added to the configuration space is small. Which implies that the contribution from the many-body effects is just $10.81 \%$


Figure 4.7: The value of $\vec{D}_{a}$
of the total value and the change is opposite in sign. An added advantage of the order by order approach is that the contribution to EDM can be computed in terms of the order of residual coulomb interaction. Earlier while computing the ground state ASF energy it was shown how a truncation in the order of $H_{\text {es }}$ perturbation can give an inaccurate value of $E_{0}$.

### 4.5 The Size-Consistent Formulations

### 4.5.1 Size Consistency with the Linked Diagram Theorem

The simplest remedy to avoid the size inconsistent terms in the matrix based Blochequation formulation is to select only the linked terms in the computation. A very simple method is the CEPA-0 formalism. The wave-operators in this approach are computed iteratively and the renormalization terms are excluded from the Bloch equation. The waveoperators are then defined in terms of the excitation amplitudes. From the description in the previous chapter, the wave-operator with $H_{\text {es }}$ as the perturbation in the even-parity CSF space in terms of excitation amplitudes are:

$$
\Omega_{e s}(1)=\sum_{a r}\left|\Phi_{a}^{r}\right\rangle\left\langle\Phi_{0}\right| x_{a}^{r} \text { and } \Omega_{e s}(2)=\sum_{a b r s}\left|\Phi_{a b}^{r s}\right\rangle\left\langle\Phi_{0}\right| x_{a b}^{r s} .
$$

Similarly, the wave-operators with the perturbation $H_{\text {PTV }}$ included are

$$
\Omega_{\mathrm{PTV}}(1)=\sum_{a r}\left|\bar{\Phi}_{a}^{r}\right\rangle\left\langle\Phi_{0}\right| \bar{x}_{a}^{r} \text { and } \Omega_{\mathrm{PTV}}(2)=\sum_{a r}\left|\bar{\Phi}_{a b}^{r}\right\rangle\left\langle\Phi_{0}\right| \bar{x}_{a b}^{r s}
$$

The equation for the wave-operators $\Omega_{\mathrm{es}}(1)$ and $\Omega_{\mathrm{es}}(2)$ are

$$
\begin{aligned}
& {\left[\Omega_{\mathrm{es}}(1), H_{0}\right] P=\sum_{a r}\left[\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right\rangle x_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right]} \\
& \left|\Phi_{a}^{r}\right\rangle\left\langle\Phi_{0}\right| \\
& {\left[\Omega_{\mathrm{es}}(2), H_{0}\right] P=\sum_{a b r s}\left[\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right\rangle x_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right]} \\
& \left|\Phi_{a b}^{r s}\right\rangle\left\langle\Phi_{0}\right| .
\end{aligned}
$$

and the equations for the wave-operators $\Omega_{\text {PTV }}(1)$ and $\Omega_{\text {PTV }}(2)$ are

$$
\begin{align*}
& {\left[\Omega_{\mathrm{PTV}}(1), H_{0}\right] P=\sum_{a r}\left[\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{PTV}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\overline{\Phi_{a}^{r}}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} r^{\prime} s^{\prime}}\left\langle\overline{\Phi_{a}}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right.} \\
& \left.+\sum_{c t}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \bar{x}_{c}^{t}+\sum_{c d t u}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \bar{x}_{c d}^{t u}\right]\left|\bar{\Phi}_{a}^{T}\right\rangle\left\langle\Phi_{0}\right|  \tag{4.5}\\
& {\left[\Omega_{\mathrm{PTV}}(2), H_{0}\right] P=\sum_{a b r s}\left[\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right\rangle x_{a^{a^{\prime} b^{\prime}}}^{r^{\prime},}\right.} \\
& \left.+\sum_{c t}\left\langle\bar{\Phi}_{a b}^{T s}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \bar{x}_{c}^{t}+\sum_{c d t u}\left\langle\bar{\Phi}_{a b}^{s_{s}^{s}}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \bar{x}_{c d}^{t u}\right]\left|\bar{\Phi}_{a b}^{s}\right\rangle\left\langle\Phi_{0}\right| \tag{4.6}
\end{align*}
$$

As discussed in the previous chapter, only the connected components are picked up from the term $\left\langle\Phi_{a b}^{r s}\right| H_{e s}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle x_{a^{\prime}}^{r^{\prime}}$ in the equation for $\Omega_{\mathrm{es}}(2)$. The discussion on the implementation of the component selection scheme is given in a later section in this chapter. The results-the value of $\vec{D}_{a}$ and energies-obtained when compared with the results from cluster approach give a measure of the contribution from the renormalization terms in the Bloch-equation. The values of $\vec{D}_{a}$ computed using the sequence followed in the matrix based Bloch-equation are tabulated in Table4.13. In this formalism, the renormalization terms and the many-body effects they give rise to are excluded. The value of $\vec{D}_{a}$ computed within the whole CSF space in this formalism is 5.942136 and exceeds the result from the matrix based method by 1.4982 78. Compared to the lowest order result it is higher by 1.0178 22. That is, the many-body effects arising from the size-consistent normal terms in the Bloch-equation increases the value of $\vec{D}_{a}$ whereas the effect of the renormalization

Table 4.13: Value of $\vec{D}_{a}$ computed using the CEPA-0 formalism.

| Sl. no | No of CSFs |  | $\vec{D}_{a}$ | Sl. no | No of CSFs |  | $\vec{D}_{a}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Even | Odd |  |  | Even | Odd |  |
| 1 | 9930 | 12 | 3.825023 | 10 | 7 | 17087 | 8.449964 |
| 2 | 9930 | 30 | 3.842696 | 11 | 19 | 17087 | 8.449964 |
| 3 | 9930 | 3648 | 3.925241 | 12 | 1243 | 17087 | 8.340814 |
| 4 | 9930 | 3846 | 5.778309 | 13 | 1390 | 17087 | 5.512626 |
| 5 | 9930 | 11676 | 5.778388 | 14 | 4435 | 17087 | 5.509116 |
| 6 | 9930 | 14070 | 5.782042 | 15 | 4448 | 17087 | 5.376911 |
| 7 | 9930 | 14100 | 5.837085 | 16 | 6713 | 17087 | 5.613271 |
| 8 | 9930 | 15768 | 5.943756 | 17 | 9094 | 17087 | 5.927526 |
| 9 | 9930 | 17087 | 5.942136 |  |  |  |  |

terms tend to lower the value of $\vec{D}_{a}$. But, the many-body effects from the renormalization terms alone cannot be isolated as any change in the renormalization terms effects the other terms in the next order.

### 4.5.2 Cluster Based Formulation

The cluster based formalism is not an order by order formalism but an iterative scheme in which the Bloch equation is cast in terms of the order of excitation rather than the order of perturbation. Except for the cases where there is a change in the order of excitation the matrix elements of $H_{\text {es }}$ used in order by order approach can still be used. Where there is a change in the order of excitation modifications are required in the matrix element generation so that it picks up only the connected components and leave out the unconnected contributions. Compared to size of the configuration space these are few and with little modifications this can be done.

### 4.5.2.1 The Singly Excited Amplitude Cluster Equation

Consider the cluster amplitude with only the residual coulomb interaction as the perturbation. The modified Bloch equation for the singly excited cluster amplitudes as given in Chapter3 is

$$
\begin{align*}
{\left[T_{\mathrm{es}}(1), H_{0}\right] P=} & \sum_{a r}\left[\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{\prime^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}-\right. \\
& \left.\left(\mathcal{T}_{a}^{r} W\right)^{\mathrm{EPV}}\right]\left|\Phi_{a}^{r}\right\rangle\left\langle\Phi_{0}\right| \tag{4.7}
\end{align*}
$$

The diagrammatic representation of the first three terms in the single-excitation cluster operator equation are given in Fig4.8. The different terms in the cluster equation that
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Figure 4.8: Diagrams that contributes to the single-excitation cluster amplitude.
correspond to each of the diagrams are as described:

- Diagram (a) contributes to the first term $\left\langle\Phi_{a}^{r}\right| H_{\text {es }}\left|\Phi_{0}\right\rangle$ in the cluster equation. This term is independent of any cluster amplitudes and is an important term as the iteration will proceed from this term. Since it does not involve any of the cluster amplitudes at any stage of the iteration the contribution from this term is the same, that is what ever be the order of iteration the contribution from this term is always first order in $H_{\text {es }}$.
- The diagrams (b), (c), (d),(e) and (f) contributes to the second term $\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}$. Here the $H_{\text {es }}$ matrix element is coupled with the single excitation cluster amplitude. It starts contributing from the second iteration, where the cluster amplitude $\mathcal{T}_{a^{\prime}}^{\mathbf{r}^{\prime}}$ is just the matrix element $\left\langle\Phi_{a^{\prime}}^{r^{\prime}}\right| H_{\text {es }}\left|\Phi_{0}\right\rangle$ in the first iteration.
- Diagrams (g), (h), (i) and (j) contributes to the third term $\left\langle\Phi_{a}^{r}\right| H_{\mathrm{es}}\left|\Phi_{\mathrm{a}^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}$ and couple the double excitation cluster amplitude with the $H_{\text {es }}$ matrix element. This adds one more order of $H_{e s}$ to the all the terms that contribute to $\mathcal{T}_{a^{\prime} b^{\prime}}^{\mathrm{s}^{\prime}}$, which implies that the lowest order in terms of $H_{\text {es }}$ that contribute to this term is two. The same is true of the second term too. The first order contribution as stressed earlier is always picked up from the first term.

Consider diagrams (c) and (e), though they resemble the Hartree-Fock potential scattering diagram these are quite different. Take the the bubble part in diagram (c), it is summed over the occupied orbitals common to both the initial and the final CSFs in the matrix element of $H_{\text {es }}$. An example is if the initial and final CSFs are $\left|\Phi_{a^{\prime} b^{\prime}}^{\prime s^{\prime}}\right\rangle=\left|7 s^{2}\right\rangle$ and $\left|\Phi_{a b}^{r s}\right\rangle=$ $|7 s 8 s\rangle$ respectively, the bubble part in (c) has all the occupied orbitals except the $6 s$ orbital. This is because both the CSF does not have $6 s$, where as in the Hartree-Fock scattering diagram the bubble should have contribution from all the occupied orbitals. A similar description is true of diagrams (d) and (f) too.

The first three terms does not introduce any unlinked diagrams as the wave-operator is linear in cluster operator $\Omega_{e s}=1+T_{\mathrm{es}}(1)+T_{e s}(2)$. Non-linear terms like $T_{\mathrm{es}}(1)^{2}$ can produce unlinked diagrams that contribute to single excitation cluster amplitude equation. The linear approximation is justified as the configurations space is confined only upto double excitation and the contribution from the non-linear term $T_{e s}(1)^{2}$ to the double excitation wave operator is small.

The renormalization term $\mathcal{T}_{a}^{r} W$ has both EPV and EPO terms, out of which only the EPV terms are included in the equation. The EPO part is discarded as these are unlinked terms. With suitable rearrangements it can be shown that $\left(\mathcal{T}_{a}^{r} W\right)^{\mathrm{EPV}}$ is same as the linked EPV contribution from terms non-linear in cluster amplitude in the equation but with a negative sign, which is taken care of by the negative sign of the renormalization term.

With these terms in the equation, terms non-linear in cluster amplitude are included in the expression for the wave-operator. The non-linear terms included through $\left(\mathcal{T}_{a}^{\top} W\right)^{\text {EPV }}$ are $T_{e s}(1)^{2}$ and $T_{e s}(1) T_{e s}(2)$, that is second order terms involving $T_{e s}(1)$ amplitude will be included in the single excitation amplitude equation. This implies that the wave-operator assumes the form

$$
\begin{equation*}
\Omega_{e s}=1+T_{\mathrm{es}}(1)+T_{\mathrm{es}}(2)+\left[T_{\mathrm{es}}(1) T_{\mathrm{es}}(1)+T_{\mathrm{es}}(1) T_{\mathrm{es}}(2)+T_{\mathrm{es}}(2) T_{\mathrm{es}}(2)\right]^{\mathrm{EPV}} \tag{4.8}
\end{equation*}
$$

Terms that are not included in the single excitation cluster amplitude equation are

$$
\left[T_{\mathrm{es}}(1) T_{\mathrm{es}}(1)+T_{\mathrm{es}}(1) T_{\mathrm{es}}(2)+T_{\mathrm{es}}(2) T_{\mathrm{es}}(2)\right]^{\mathrm{EPO}}
$$

In a later section will discuss how to choose the EPV terms that originate from the renormalization term.

### 4.5.2.2 The Doubly Excited Cluster Amplitude Equation

The modified Bloch equation for the doubly excited cluster amplitudes as given in Chapter:3 is

$$
\begin{align*}
{\left[T_{\mathrm{es}}(2), H_{0}\right] P=} & \sum_{a b r s}\left[\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{e s}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b_{b}}^{r^{\prime} s^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}-\right. \\
& \left.\left(\mathcal{T}_{a b}^{r s} W\right)^{\mathrm{EPV}}\right]\left|\Phi_{a b}^{r s}\right\rangle\left\langle\Phi_{0}\right| . \tag{4.9}
\end{align*}
$$

The diagrammatic representation of the first three terms in the above equation are given in Fig4.9. The terms in the double-excitation cluster-operator equation can be simplified further. The first term is quite trivial and is the double excitation counter part of the first term in the single excitation cluster amplitude equation. The second term can be expanded to individual terms as

$$
\begin{aligned}
\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}= & \left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a}^{r}\right\rangle \mathcal{T}_{a}^{r}+\sum_{a^{\prime} \neq a, b}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r}\right\rangle \mathcal{T}_{a^{\prime}}^{r}+\sum_{r^{\prime} \neq r, s}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a}^{r^{\prime}}\right\rangle \mathcal{T}_{a}^{r^{\prime}} \\
& +\sum_{a^{\prime} \neq a, b}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{s}\right\rangle \mathcal{T}_{a^{\prime}}^{s}+\sum_{r^{\prime} \neq r, s}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es} s}\left|\Phi_{b}^{r^{\prime}}\right\rangle \mathcal{T}_{b}^{r^{\prime}}
\end{aligned}
$$

The first term on the right has both connected and disconnected terms, for cluster equations only the connected term should be retained. The remaining terms are connected and


Figure 4.9: The diagrams for the terms in doubly-excited cluster operator equation.
hence linked too. Terms with $a^{\prime} \neq a, b ; r^{\prime} \neq r, s$ does not contribute as these are triple excitations. The above equation can then be written as

$$
\begin{aligned}
\sum_{a^{\prime} r^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}= & {\left[\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a}^{r}\right\rangle \mathcal{T}_{a}^{r}\right]_{\mathrm{conn}}+\sum_{r^{\prime} \neq r, s}\left(\delta_{a^{\prime} a}+\delta_{a^{\prime} b}\right)\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}} } \\
& +\sum_{a^{\prime} \neq a, b}\left(\delta_{r^{\prime} r}+\delta_{r^{\prime} s}\right)\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}
\end{aligned}
$$

Similarly, the third term can be expanded to

$$
\begin{aligned}
\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\Phi_{a b}^{r s}\right| H_{e s}\left|\Phi_{a^{\prime} b^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{r^{\prime} s^{\prime}}= & \sum_{b^{\prime} \neq a, b^{\prime} \neq r, s}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a b^{\prime}}^{r s^{\prime}}\right\rangle \mathcal{T}_{a b^{\prime}}^{r s^{\prime}}+\sum_{r^{\prime} \neq r, s}\left[\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es} s}\left|\Phi_{a b}^{r^{\prime} s}\right\rangle \mathcal{T}_{a b}^{r^{\prime} s}\right. \\
& \left.+\sum_{s^{\prime} \neq r, s}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es} s}\left|\Phi_{a b}^{r \prime s^{\prime}}\right\rangle \mathcal{T}_{a b}^{r s^{\prime} s^{\prime}}\right]+\sum_{a^{\prime} \neq a, b}\left[\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b}^{r s}\right\rangle \mathcal{T}_{a^{a^{\prime} b}}^{r s}\right. \\
& \left.+\sum_{b^{\prime} \neq a, b}\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a^{\prime} b^{\prime}}^{r s}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{r s}\right] .
\end{aligned}
$$

Here all the terms are connected and terms that are triply and quadruply excited have been excluded. Each of the diagrams will have an exchange diagram too. Terms that correspond to each of the diagrams are:

- Diagram (a) correspond to the first term in the cluster equation and has no dependence any of the cluster amplitude.
- $\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a}^{r}\right\rangle \mathcal{T}_{a}^{r}$ contribute to diagrams (b) and (c). The final CSF in this term has a pair of hole-particle pair in common with the cluster amplitude, which means wher
the connected diagrams from this term are considered one hole/particle state does not change after the $H_{\text {es }}$ interaction. This type of diagram belong to the first type of EPV term as classified by Kelly. The diagram (b) correspond to the hole line EPV diagram and diagram (c) to particle line EPV diagram.
- $\left(\delta_{a^{\prime} a}+\delta_{a^{\prime} b}\right)\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}$ contribute to diagram (c). Though the topology of the diagram is same as that of $\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a}^{r}\right\rangle \mathcal{T}_{a}^{r}$, it is an EPO diagram. Here the $H_{\text {es }}$ interaction changes the state of the particle and picks up the effect of core-virtual correlation, which can be classified as core-polarization effect.
- $\left(\delta_{r^{\prime} r}+\delta_{r^{\prime} s}\right)\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}$ contribute to diagram (b). This also has similar topology with $\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a}^{r}\right\rangle \mathcal{T}_{a}^{r}$ but is again an EPO diagram. In this term the hole state get changed and correspond to core-core correlation effect, where one of the core gets excited to virtual state and the hole state in the cluster amplitude just change its state.
- $\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a b^{b^{\prime}}}\right\rangle \mathcal{T}_{a b^{r}}^{r s^{\prime}}$ contribute to diagram (h) and (i). These are EPO diagrams where a hole-particle change to another hole-particle pair. These are the terms which include the core-virtual correlation effects.
- The term $\left\langle\Phi_{a b}^{r s}\right| H_{\mathrm{es}}\left|\Phi_{a b}^{r^{\prime} s}\right\rangle \mathcal{T}_{a b}^{r^{\prime} s}$ contribute to diagrams (f) and (g). These are EPO diagrams where one of the particle states in $\mathcal{T}_{a b}^{r^{\prime} s}$ has been excited to another particle state. This term can also contribute to EPV diagrams of the first kind, if it is a hole-line EPV diagram then it will correspond to (h) and (i) and if it is particle line EPV then diagram ( j ).
- $\left\langle\Phi_{a b}^{r s}\right| H_{e s}\left|\Phi_{a b}^{r^{\prime} s^{\prime}}\right\rangle \mathcal{T}_{a b}^{r^{\prime} s^{\prime}}$ contribute to diagram ( j$)$. This is a double excitation where the particle states from the cluster amplitude $\mathcal{T}_{a b}^{r^{\prime} s^{\prime}}$ are excited different particle states but the hole states in the remain the same. These terms can capture the correlation effects due to the virtual-virtual orbitals.
- $\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a^{\prime} b}^{r s}\right\rangle \mathcal{T}_{a^{\prime} b}^{r s}$ contribute to diagram (d) and (e). This term correspond to change of the hole and captures the single-body hole-hole interaction component. These are
both EPO diagrams with the effective single-body interaction. It can contribute to the EPV diagrams, the hole line EPV diagram arising from this term is ( $k$ ) and the particle line EPV diagrams are (h) and (i).
- $\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a^{\prime} b^{\prime}}^{r s}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{r s}$ contribute to ( j$)$ and is the hole-hole correlation term.

Thus terms in the cluster equation contributes to different physical effects. So far only the first three terms in the cluster equation have been considered. The last term in the doubly excited cluster amplitude $\left(\mathcal{T}_{a b}^{r s} W\right)^{\mathrm{EPV}}$ is a renormalization term. It picks up a set of terms non-linear in cluster amplitude and these are:

$$
T_{\mathrm{es}}(1) T_{\mathrm{es}}(2)+T_{\mathrm{es}}(2) T_{\mathrm{es}}(2)
$$

That is, this term picks up a selected class of EPV terms having the cluster amplitude $T_{\text {es }}(2)$ and non-linear in cluster amplitude. Consider the expression for $W$

$$
W=P H_{\mathrm{es}}\left(T_{\mathrm{es}}(1)+T_{\mathrm{es}}(2)\right) P
$$

The non-linear cluster amplitude term $T_{\text {es }}(1) T_{\text {es }}(2)$ is picked up through the term $P H_{\text {es }} T_{\text {es }}(1) P$ in $W$. This implies that the term $\left(\mathcal{T}_{a b}^{r s} P H_{\mathrm{es}} T_{\mathrm{es}}(1)\right)^{\mathrm{EPV}}$ can have one hole/particle EPV line or a pair of hole-particle EPV lines. Where as in the single excitation cluster amplitude equation, contribution from $T_{\text {es }}(1) T_{\text {es }}(2)$ is captured through the term $\left(\mathcal{T}_{a}^{r} P H_{\text {es }} T_{\text {es }}(2)\right)^{\mathrm{EPV}}$ in $\left(\mathcal{T}_{a}^{r} W\right)^{\mathrm{EPV}}$. The number of EPV hole-lines or EPV particle-lines in this term is the same as in $P H_{\mathrm{es}} T_{\mathrm{es}}(1) P$. In general the number of EPV hole-lines and particle-lines in $\left(T_{\mathrm{es}}(n) P H_{\mathrm{es}} T_{\mathrm{es}}(m) P\right)^{\mathrm{EPV}}$ is limited by by $H_{\mathrm{es}}$ if $m, n>2$ and by cluster amplitudes if $m<2$ or $n<2$. Though the term $T_{\mathrm{es}}(1) T_{\mathrm{es}}(2)$ is included in both the single as well as the double excitation cluster amplitude the topology of their diagrammatic representations are different. Diagrams from $\left(\mathcal{T}_{a}^{r} W\right)^{\mathrm{EPV}}$ has only a pair of hole-particle lines where as $\left(\mathcal{T}_{a b}^{r s} W\right)^{\text {EPV }}$ has two pairs of hole-particle lines.

### 4.5.2.3 Selection of EPV Terms and Connected Terms

As the formulation is based on CSF matrix elements, terms linear in the cluster amplitude does not introduce EPV diagrams. Because, terms linear in cluster amplitude can be

EPV only when there are CSFs which violate exclusion principle, which is not possible. The EPV diagrams arises from renormalization terms which are non-linear in cluster amplitude. The diagrams representing the renormalization terms are just the cluster diagrams multiplied by energy diagrams and hence unlinked but these can suitably be rearranged to give connected diagrams.

As a step in selecting the EPV terms all the orbitals-the occupied as well as the virtualare given integer labels. These labels are chosen to be prime numbers. Since each CSF can be identified by the hole and particle states in it, each CSF can be identified by the product of the prime number labels of these holes and particles. For the $i^{\text {th }}$ CSF let this number be $N_{i}$. Along with this, the labels of the holes and particles are also retained and for the $i^{\text {th }} \mathrm{CSF}$ let these be $k_{i}, l_{i}, m_{i}$ and $n_{i}$. These five numbers-the hole/particle labels and their product-are sufficient to identify a CSF as the configuration space has CSFs till double excitation only. If the CSF is singly excited, then only three numbers are required to identify it-the label for the hole and particle and their product. To maintain consistency the remaining two indices are filled with another prime number not used in labeling the occupied/virtual orbitals. Let this prime number be $N_{p}$. According to this scheme, the ground/reference state is identified by $\left(N_{p}\right)^{4}, N_{p}, N_{p}, N_{p}$ and $N_{p}$. Similarly, labels are also given to the cluster amplitudes.

Once the CSFs and cluster amplitudes are labelled the required terms $\left(\mathcal{T}_{a}^{r} W\right)^{\mathrm{EPV}}$ are those where the number $N$ identifying the CSF in $W$ can be divided by one or more of the numbers in $k l m n$ identifying the cluster amplitude $\mathcal{T}_{a}^{r}$. The number of possible division is the number of common hole/particle lines between $\mathcal{T}_{a}^{r}$ and $W$. During the selection process division by $N_{p}$ should be discarded as this does not represent any hole of particle states.

The term $\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{\prime^{\prime}}$ in the doubly excited cluster amplitude equation has disconnected components if both the hole and particle states in the initial CSF are present in the final CSF. These should be discarded and only the connected components should be chosen. This is implemented while computing the matrix elements of $H_{\text {es }}$. During the matrix element computation using the initial and final CSF labels the total number of hole states are computed. If this is equal to three then these are the terms that will contribute
to $\left\langle\Phi_{a b}^{r s}\right| H_{\text {es }}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}$. In the next step the connected component is chosen by selecting the $H_{\text {es }}$ matrix element which has $r^{\prime}$. With this the doubly excited cluster amplitude equation has only connected components. Though disconnected the discarded components are still linked.

### 4.5.2.4 The computation of the cluster amplitudes $T_{\text {PTV }}(1)$ and $T_{\text {PTV }}(2)$

After computing the cluster amplitudes $T_{\mathrm{es}}(1)$ and $T_{\mathrm{es}}(2)$, to compute the expectation value $\vec{D}_{a}$ the next step is the computation of cluster amplitudes $T_{\text {PTV }}(1)$ and $T_{\text {PTV }}(2)$. The equation for the cluster amplitude $T_{\text {PTV }}(1)$ from Chapter3 is

$$
\begin{align*}
{\left[T_{\mathrm{PTV}}(1), H_{0}\right] P=} & \sum_{a r}\left[\left\langle\bar{\Phi}_{a}^{r}\right| H_{\mathrm{PTV}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\bar{\Phi}_{a}^{\prime}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} b_{b}^{\prime}}^{r^{\prime} s^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}\right. \\
& +\sum_{c t}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \overline{\mathcal{T}}_{c}^{t}+\sum_{c d t u}\left\langle\bar{\Phi}_{a}^{T}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \overline{\mathcal{T}}_{c d}^{t u} \\
& \left.-\left(\widetilde{\mathcal{T}}_{a} W\right)^{\mathrm{EPV}}\right]\left|\bar{\Phi}_{a}^{\prime}\right\rangle\left\langle\Phi_{0}\right| \tag{4.10}
\end{align*}
$$

and the equation for the cluster amplitude $T_{\text {PTV }}(2)$ is:

$$
\begin{align*}
{\left[T_{\mathrm{PrV}}(2), H_{0}\right] P=} & \sum_{a b r s}\left[\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime} b^{\prime}}^{r^{\prime}}+\sum_{c t}\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \overline{\mathcal{T}}_{c}^{t}+\right. \\
& \left.\sum_{c d t u}\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \overline{\mathcal{T}}_{c d}^{t u}-\left(\overline{\mathcal{T}}_{a b}^{r s} W\right)^{\mathrm{EPV}}\right]\left|\bar{\Phi}_{a b}^{s}\right\rangle\left\langle\Phi_{0}\right| . \tag{4.11}
\end{align*}
$$

In the above equations $\mathcal{T}_{a}^{r}$ and $\mathcal{T}_{a b}^{r s}$ are the cluster amplitudes computed with $H_{\text {es }}$ as perturbation. As it is a single-reference computation $W$ has no contribution from the odd-parity CSF space. It is the same as in the computation of $T_{\text {es }}(1)$ and $T_{\text {es }}(2)$. The same procedure in computing $T_{\text {es }}(1)$ and $T_{\text {es }}(2)$ are used to select the connected terms from the cluster amplitude equation of $T_{\text {PTV }}(1)$ and $T_{\text {PTV }}(2)$. To understand the effect of size inconsistent terms, three sequences of computations are done. First $T_{\text {es }}$ is computed with EPV renormalization terms but $T_{\text {PTV }}(1)$ and $T_{\text {PTV }}(1)$ are computed without the renormalization terms, second $T_{\text {es }}$ are computed with the EPV renormalization terms and $T_{\text {PTV }}(1)$ and $T_{\text {PTV }}(1)$ are computed with the full renormalization term and finally all the cluster amplitudes are computed by selecting only the $E P V$ terms in the cluster equations. The results of these computations are the contents of the next section.

Once all the required cluster amplitudes are computed the wave-operators are defined as

$$
\Omega_{\mathrm{es}}=T_{\mathrm{es}}(1)+T_{\mathrm{es}}(2) \text { and } \Omega_{\mathrm{es}, \mathrm{edm}}=T_{\mathrm{PTV}}(1)+T_{\mathrm{PTV}}(2)
$$

Using these cluster amplitudes the expectation value $\vec{D}_{a}$ can be computed using the expression

$$
\vec{D}_{a}=2\left\langle\Phi_{0}\right| \Omega_{\mathrm{es}}^{\dagger} \vec{D} \Omega_{\mathrm{e}, \mathrm{e}, \mathrm{dmm}}\left|\Phi_{o}\right\rangle .
$$

In terms of computation the selection procedure of the EPV terms make it slower compared to the ordinary matrix based Bloch-equation implementation. This is due to the conditional statements required during the EPV renormalization term selection procedure, due to which this method compromises the gain in using Bloch-equation based formulations over the matrix diagonalization schemes. But this method has the advantage of a stronger foundation on many-body physics as it is a size-consistent method. As pointed out earlier it does leave out certain size-consistent terms which are non-linear in the cluster amplitude and EPO but it is a very good approximation as the contribution from these terms is expected to be very small.

### 4.5.2.5 Results

The computation of $\vec{D}_{a}$ requires the wave-operators $\Omega_{e s}$ and $\Omega_{e s, e d m}$. As described in the earlier section an important part of the non-linear cluster amplitudes can be included in the cluster amplitude equation by choosing appropriate terms. Consider the cluster amplitudes $T_{e s}$ computed with the equations (4.10) and (4.11) but cluster amplitudes $T_{e s, e d m}$ are computed using the equations

$$
\begin{align*}
{\left[T_{\mathrm{PTV}}(1), H_{0}\right] P=} & \sum_{a r}\left[\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{PTV}}\left|\Phi_{0}\right\rangle+\sum_{a^{\prime} r^{\prime}}\left\langle\bar{\Phi}_{a}^{r}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime}}^{r^{\prime}}+\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\bar{\Phi}_{a}^{r}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} b^{\prime} b^{\prime}}^{r}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime} s^{\prime}}^{r^{\prime}}\right. \\
& \left.+\sum_{c t}\left\langle\bar{\Phi}_{a}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \overline{\mathcal{T}}_{c}^{t}+\sum_{c d t u}\left\langle\bar{\Phi}_{a}^{r}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \overline{\mathcal{T}}_{c d}^{t u}-\overline{\mathcal{T}}_{a}^{r} W\right]\left|\widehat{\Phi}_{a}^{\prime}\right\rangle\left\langle\Phi_{0}\right| \text { (4.12) } \tag{4.12}
\end{align*}
$$

and

$$
\begin{align*}
{\left[T_{\mathrm{PTV}}(2), H_{0}\right] P=} & \sum_{a b r s}\left[\sum_{a^{\prime} b^{\prime} r^{\prime} s^{\prime}}\left\langle\bar{\Phi}_{a b}^{r s}\right| H_{\mathrm{PTV}}\left|\Phi_{a^{\prime} s_{b}}^{r^{\prime}}\right\rangle \mathcal{T}_{a^{\prime} b^{\prime}}^{\tau^{\prime}{ }^{\prime}}+\sum_{c t}\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c}^{t}\right\rangle \overline{\mathcal{T}}_{c}^{t}\right. \\
& \left.+\sum_{c d t u}\left\langle\bar{\Phi}_{a b}^{s}\right| H_{\mathrm{es}}\left|\bar{\Phi}_{c d}^{t u}\right\rangle \overline{\mathcal{T}}_{c d}^{t u}-\overline{\mathcal{T}}_{a b}^{s} W\right]\left|\bar{\Phi}_{a b}^{s}\right\rangle\left\langle\Phi_{0}\right| \tag{4.13}
\end{align*}
$$

That is the cluster amplitudes $\overline{\mathcal{T}}_{a}^{r}$ and $\overline{\mathcal{T}}_{a b}^{s}$ are computed along with the EPO-renormalization terms $\left(\overline{\mathcal{T}}_{a}^{r} W\right)^{\mathrm{EPO}}$ and $\left(\overline{\mathcal{T}}_{a b}^{r} W\right)^{s \mathrm{EPO}}$, which are size-inconsistent terms as they are unlinked. From these cluster amplitudes the wave-operators $\Omega_{\mathrm{es}}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}$ can be computed. The wave-operator $\Omega_{e s}$ is size-consistent and $\Omega_{e s, e d m}$ is different from the matrix based Bloch equation implementation in the following ways

- The terms other than the renormalization in equations (4.12) and (4.13) doesn't introduce disconnected terms. But in the matrix based Bloch equation the nonrenormalization terms include disconnected terms and leads to inclusion of sizeinconsistent terms.
- $\Omega_{e s}$ is connected and enters into the cluster amplitudes $\overline{\mathcal{T}}_{a}^{r}$ and $\overline{\mathcal{T}}_{a b}^{s}$ through $\mathcal{T}_{a}^{r}$ and $\mathcal{T}_{a b}^{r s}$ in eq(4.5) and (4.6).

The results for a sequence of runs are tabulated in Table4.14. As in the Bloch-equation case the computation has two sequences, first the number of even-parity CSF is kept fixed and the number of odd-parity CSF is increased and in the second this is reversed. Comparing the value of $\vec{D}_{a}$ calculated using cluster amplitudes $\mathcal{T}_{a}^{r}, \mathcal{T}_{a b}^{r}, \overline{\mathcal{T}}_{a}^{r}$ and $\overline{\mathcal{T}}_{a b}^{r s}$ and matrix Bloch-equation gives a measure of the following contributions:

- Terms other than the connected-EPV terms in $\Omega_{e s, e d m}$, that is the contribution from $\left(T_{e s} W\right)^{\mathrm{EPO}}$.
- The disconnected components in the non-renormalization terms. This is because computation in matrix Bloch-equation does not distinguish between different terms, where as in cluster approach only the connected terms from the non-renormalization terms are selected.

With the condition that the contribution from the EPO connected terms is less important compared to the EPV terms, the difference between this result and matrix based Blochequation result gives an estimate of the contribution from the size inconsistent terms. For the first sequence, where the number of even-parity CSF is fixed and odd-parity CSF is slowly increased, the maximum difference here is compared with the Bloch-equation.

Table 4.14: Values of $\vec{D}_{a}$ computed with the EPO components included in the cluster amplitudes $\overline{\mathcal{T}}$.

| Sl. no | No of CSFs |  | $\vec{D}_{a}$ | Sl. no | No of CSFs |  | $\vec{D}_{a}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Even | Odd |  |  | Even | Odd |  |
| 1 | 9930 | 12 | 3.170491 | 10 | 7 | 17087 | 8.449964 |
| 2 | 9930 | 30 | 3.168267 | 11 | 19 | 17087 | 8.449964 |
| 3 | 9930 | 3648 | 3.219653 | 12 | 1243 | 17087 | 7.852184 |
| 4 | 9930 | 3846 | 4.213096 | 13 | 1390 | 17087 | 4.378345 |
| 5 | 9930 | 11676 | 4.213054 | 14 | 4435 | 17087 | 4.304271 |
| 6 | 9930 | 14070 | 4.214705 | 15 | 4448 | 17087 | 4.233239 |
| 7 | 9930 | 14100 | 4.203941 | 16 | 6713 | 17087 | 4.280230 |
| 8 | 9930 | 15768 | 4.253959 | 17 | 9094 | 17087 | 4.237523 |
| 9 | 9930 | 17087 | 4.244691 | 18 |  |  |  |

In the plot given in Figure:4.10 $\vec{D}_{a}$ denotes the difference in the value of $\vec{D}_{a}$ computed with the matrix Bloch-equation formalism and the wave-operator $\Omega_{\mathrm{es}, \mathrm{edm}}$ which has the EPO component in the renormalization term. The maximum difference occurs for the run with 6713 even-parity CSFs and 17087 odd-parity CSFs, here the value of $\Delta \vec{D}_{a}$ is 0.295036 and is $6.53 \%$ of the total value. That is, computing the wave-operator $\Omega_{\text {es }}$ in a size consistent form with only the EPV renormalization terms included in the cluster equation suppresses $\vec{D}_{a}$ by $6.52 \%$. As to be expected, the change in the slope of the plots shows that the effect of the term $(\overline{\mathcal{T}} W)^{\mathrm{EPO}}$ depends on the form of the CSFs included.

Another property that can be compared to gain an insight on the contribution of the size-inconsistent term is the energy of the ground state $E_{0}$. The value of $E_{0}$ computed using the wave-operator $\Omega_{\text {es }}$ derived here has no contribution from the size inconsistent terms but it excludes some of the less important size-consistent terms. The difference in the value $E_{0}$ computed using the Bloch-equation and $\Omega_{\text {es }}$ derived from the cluster equation gives the contribution from the size inconsistent terms. Like in $\vec{D}_{a}$ the approximation is that the contribution form the EPO size consistent terms non-linear in cluster amplitudes is very small. then the difference in the result can in principle be accounted to the size inconsistent terms.


Figure 4.10: The difference in the value of $\vec{D}_{a}$ computed with the Bloch-equation method and the one computed with the EPO terms included in $\Omega_{e s, e d m}$

Table 4.15: Values of $\vec{D}_{a}$ computed with $\mathcal{T}$ and $\overline{\mathcal{T}}$ without the renormalization terms

| Sl. no | No of CSFs |  | $\vec{D}_{a}$ | Sl. no | No of CSFs |  | $\vec{D}_{a}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Even | Odd |  |  | Even | Odd |  |
| 1 | 9930 | 12 | 4.088190 | 10 | 7 | 17087 | 8.449964 |
| 2 | 9930 | 30 | 4.106868 | 11 | 19 | 17087 | 8.449964 |
| 3 | 9930 | 3648 | 4.193093 | 12 | 1243 | 17087 | 8.342209 |
| 4 | 9930 | 3846 | 6.087138 | 13 | 1390 | 17087 | 5.803452 |
| 5 | 9930 | 11676 | 6.087228 | 14 | 4435 | 17087 | 5.798202 |
| 6 | 9930 | 14070 | 6.091165 | 15 | 4448 | 17087 | 5.660525 |
| 7 | 9930 | 14100 | 6.150787 | 16 | 6713 | 17087 | 5.907187 |
| 8 | 9930 | 15768 | 6.264969 | 17 | 9094 | 17087 | 6.247491 |
| 9 | 9930 | 17087 | 6.263539 |  |  |  |  |

One way to check the contribution from a particular term is to do the computation with and without it, then compare the results. The earlier sequence of runs have established the magnitude of the contribution from the EPO terms. The over all contribution of the renormalization term in the cluster amplitudes $\overline{\mathcal{T}}$ can be estimated by computing the cluster amplitudes $\overline{\mathcal{T}}_{a}^{r}$ and $\overline{\mathcal{T}}_{a b}^{s}$ without the renormalization terms, then compare the
results with the values computed with the renormalization terms included. These cluster amplitudes can be computed using the cluster equations (4.5) and (4.6), except that the

| Table 4.16: Values of $\vec{D}_{a}$ computed with CEPA-2. |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Sl. no | No of CSFs |  | $\vec{D}_{a}$ | Sl. no |  | No of CSFs | $\vec{D}_{a}$ |
|  | Even | Odd |  |  |  | Even | Odd |
|  |  |  |  |  |  |  |  |
| 1 | 9930 | 12 | 3.313075 | 10 | 7 | 17087 | 8.449964 |
| 2 | 9930 | 30 | 3.313386 | 11 | 19 | 17087 | 8.449964 |
| 3 | 9930 | 3648 | 3.368439 | 12 | 1243 | 17087 | 7.852823 |
| 4 | 9930 | 3846 | 4.458969 | 13 | 1390 | 17087 | 4.379181 |
| 5 | 9930 | 11676 | 4.458933 | 14 | 4435 | 17087 | 4.375871 |
| 6 | 9930 | 14070 | 4.460815 | 15 | 4448 | 17087 | 4.355836 |
| 7 | 9930 | 14100 | 4.458178 | 16 | 6713 | 17087 | 4.454738 |
| 8 | 9930 | 15768 | 4.514907 | 17 | 9094 | 17087 | 4.498125 |
| 9 | 9930 | 17087 | 4.5065 | 25 |  |  |  |

excitation amplitudes in these equations should be replaced with the cluster amplitudes. The cluster amplitudes $\mathcal{T}_{a}^{r}$ and $\mathcal{T}_{a b}^{r s}$ which includes the effect of renormalization terms are computed using the equations (4.7) and (4.9).The value of $\vec{D}_{a}$ calculated using the waveoperator got from the cluster amplitudes computed using the above cluster equations are as given in Table 4.15. The form of the wave-operators $\Omega_{\mathrm{es}}$ and $\Omega_{\mathrm{es}, \mathrm{edm}}$ in the earlier computations do not include the EPV-renormalization terms at the same time. All the cluster amplitudes can be made size consistent using the cluster amplitude equations with only the EPV-renormalization terms. The Values of $\vec{D}_{a}$ computed using the sequence of runs followed so far are tabulated in Table 4.16.

### 4.6 Schiff Moment in Atomic Yb

Unlike the atomic EDM due to TPT-electron-nucleus interaction, only the first order computation of Schiff moment induced atomic EDM is presented. This is more of an exploratory computation. Computation of Schiff moment require $\mathcal{B}$ given in eq(2.7). To get $\mathcal{B},\left(P_{n^{\prime} 1}(r) P_{n-1}(r)+Q_{n^{\prime} 1}(r) Q_{n-1}(r)\right)$ is evaluated at the first ten grid points and a
power series is fitted using general least square fit as in eq(2.8). The power series is then divided by $r^{3}$. Which gives

$$
\left\langle n^{\prime} p *\right| H_{S}|n s\rangle=\frac{S}{I(I+1)} I_{z} \mathcal{B}
$$

For the $6 p *$ orbital using a power series with $N=5$ gives the value of $a_{3}=-4605.340479$. To get the Schiff moment induced atomic EDM this is to be multiplied by appropriate factors arising from the nuclear sector. A similar evaluation can be done by changing the number of grid points considered in the product of the orbitals and terms in the power series expansion. An important result got from the fit is that the coefficients $a_{1}$ and $a_{2}$ are very small and can be neglected, if it were not value of $\mathcal{B}$ would have diverge.

The next step in the computation of the atomic EDM due to the Schiff moment is to compute the expectation value of the dipole operator. That is, the expression for the atomic EDM arising from the Schiff moment involving only the most important orbitals is

$$
\vec{D}_{a}=\frac{2\left\langle 6 s_{1 / 2}\right| \vec{D}\left|6 p_{1 / 2}\right\rangle\left\langle 6 p_{1 / 2}\right| H_{s}\left|6 s_{1 / 2}\right\rangle}{\epsilon_{6 s_{1 / 2}}-\epsilon_{6 p_{1 / 2}}}
$$

Where $\epsilon_{6 s_{1 / 2}}$ and $\epsilon_{6 p_{1 / 2}}$ are the single particle energies of the spin orbitals $6 s_{1 / 2}$ and $6 p_{1 / 2}$ respectively. For the orbitals considered the values of the single particle energies are $\epsilon_{6 s_{1 / 2}}=-0.196516$ hartrees and $\epsilon_{6 p_{1 / 2}}=-0.124456$ respectively. Substituting the earlier results and considering the stretched nuclear spin-state $I_{z}=\frac{1}{2}$ this can be written as

$$
\vec{D}_{a}=\left(8.521308 \times 10^{4}\right) \times\left\langle 6 s_{1 / 2}\right| \vec{D}\left|6 p_{1 / 2}\right\rangle S
$$

At this stage there is an order of magnitude enhancement as the energy difference $\epsilon_{6 s_{1 / 2}}$ $\epsilon_{6 p_{1 / 2}}=-0.072006$ is very small. It also introduces a sign flip. The value of the required dipole matrix element is 1.498146 , using this in the above expression gives the value of $\vec{D}_{a}=12.766163 \times 10^{4} S e a_{0}$. Where $e$ is the charge of electron and $a_{0}$ is the Bohr radius. The value of the atomic EDM is parameterized in terms of the Schiff moment $S$, one can make an estimate using nuclear structure computations. Such calculations have been done for ${ }^{131} \mathrm{Xe},{ }^{199,201} \mathrm{Hg}$ and ${ }^{203,205} \mathrm{Tl}$ [7]. Here computation is done in the electronic space and the nuclear contribution $S$ has been retained as a parameter. The computation can be extended to other $p *$ symmetry orbitals. Since the nuclear excitation energies are large as

Table 4.17: Single particle lowest order Schiff moment induced atomic EDM.

| $n$ | $\langle 6 s\\|\vec{D}\\| n p *\rangle$ | $\mathcal{B}_{n p *}$ | $\epsilon_{6 s}-\epsilon_{n p *}$ | $\vec{D}_{a}$ | Cumulated $\vec{D}_{a}$ |
| ---: | ---: | :---: | ---: | ---: | ---: |
| 6 | 3.669693 | -4605.340479 | -0.072060 | -12.766163 | -12.766163 |
| 7 | 0.213237 | -2061.240186 | -0.142747 | -0.167605 | -12.933768 |
| 8 | -0.065996 | 1399.014659 | -0.167278 | 0.030044 | -12.903724 |
| 9 | -0.037463 | 1009.373929 | -0.177622 | 0.011588 | -12.892136 |
| 10 | -0.027161 | 728.937467 | -0.183073 | 0.005887 | -12.886249 |
| 11 | -0.018843 | -581.448019 | -0.186604 | -0.003196 | -12.889445 |
| 12 | 0.012574 | -496.006243 | -0.188995 | -0.001796 | -12.891241 |

compared to the atomic excitation energies, the nuclear part can be taken the same. The values of $\mathcal{B}$, dipole matrix elements and the value of $\vec{D}_{a}$ along with the cumulated values are given in Table 4.17. The total lowest contribution to Schiff moment from the virtual $p *$ symmetry is $-12.891241 \times 10^{4}$ Sea $_{0}$. Like in the TPT electron-nucleus atomic EDM, here too the major contribution is from the $6 p *$. But unlike in the TPT case, the change in the sign of $\mathcal{B}$ is not compensated by a sign change in the dipole matrix element. As a result there is a small cancellation in the contribution from the high the intermediate $p *$ symmetry bound virtual orbitals.
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## $\mathbb{C H}$ fepter 5

## Parity-Nonconservation in Atomic Yb

### 5.1 Introduction

One of the possible odd parity electromagnetic moments of a nucleus is the anapole moment. This is purely magnetic in character and arises due to a toroidal current distribution in the nucleus. The electromagnetic interaction between the nuclear anapole moment and the atomic electrons gives rise to a nuclear spin-dependent(NSD) parity non-conserving interaction which leads to a mixing of opposite parity atomic states. This results in a finite $E 1$ amplitude between two atomic states of the same parity. Being a magnetic dipole moment of the nucleus, it is dependent on the nuclear spin. In addition to the interaction arising from the anapole moment of the nucleus there is another nuclear spin-dependent PNC interaction which is due to the neutral weak current. So the nuclear spin-dependent PNC E1 amplitude is in general a combination of these two contributions. The total interaction Hamiltonian that is odd under parity in an atom is therefore

$$
\begin{equation*}
H_{\mathrm{PNC}}=\frac{G_{F}}{2 \sqrt{2}} \sum_{i}\left(Q_{W} \gamma_{5 i}+\frac{\mu_{W^{\prime}}}{I} \vec{I} \cdot \vec{\alpha}_{i}\right) \rho_{N}\left(r_{i}\right) \tag{5.1}
\end{equation*}
$$

where $G_{F}$ is the Fermi coupling constant, $Q_{W}$ is the weak charge of the nucleus, $I$ is the nuclear spin, $\gamma_{5 \mathrm{i}}$ and $\overrightarrow{\alpha_{i}}$ are the Dirac matrices for the electrons, $\rho_{N}\left(r_{i}\right)$ is the nuclear density and $\mu_{W^{\prime}}$ can be considered as a weak nuclear moment arising from both types of NSDPNC interaction.. In (5.1) the first term is the nuclear-spin independent neutral weak current interaction and the second term which is dependent on the nuclear spin is the combined contribution from the nuclear anapole moment and the neutral weak current. In
our calculations we do not distinguish between the two nuclear spin-dependent components but major part of the contribution is from the nuclear anapole moment[l].

With the recent discovery of the nuclear anapole moment in atomic caesium[2] the first step in the long quest for this peculiar moment has been taken. It will be of great significance if it can be measured in other atomic systems too. In this paper we show that atomic Yb maybe a promising candidate for nuclear anapole experiments. The advantage of using atomic Yb lies in the presence of very closely spaced states $6 s 6 p\left({ }^{1} P_{1}\right)$ and $6 s 5 d\left({ }^{3} D_{1}\right)$ [3], this leads to a large E1 amplitude for the NSD-PNC interaction between the ground state $6 s^{2}\left({ }^{1} S_{0}\right)$ and the excited state $6 s 5 d\left({ }^{3} D_{1}\right)$. Using $6 s 5 d\left({ }^{3} D_{1}\right)$ as the final state mixes the contribution from both spin-independent and NSD-PNC effects. The added advantage in selecting atomic Yb is the presence of $6 s 5 d\left({ }^{3} D_{2}\right)$ [4] whose energy level is just below and closer to $6 s 6 p\left({ }^{1} P_{1}\right)$ as compared with the $6 s 5 d\left({ }^{3} D_{1}\right)$ energy level. When this is used as the final state only the spin-dependent PNC interaction contributes to the $E 1$ amplitude and unlike the case of $6 s 5 d\left({ }^{3} D_{1}\right)$ there will be no contribution from the spin-independent component of the PNC interaction.

### 5.2 Effective Hamiltonian for the Atomic Parity-Nonconservation

### 5.2.1 Nuclear Spin-Dependent Effective Hamiltonian

Let $\left|\Psi_{i}\right\rangle$ and $\left|\Psi_{f}\right\rangle$ be the initial and final hyperfine atomic states between which the E1 transition amplitude is to be computed. These states are of same parity. Here hyperfine states states are considered as the PNC interaction has a nuclear spin-dependent component. Due to the presence of PNC interaction these atomic states mix with atomic states of opposite parity and assume the form $\left|\tilde{\Psi}_{i}\right\rangle$ and $\left|\widetilde{\Psi}_{f}\right\rangle$ respectively. These are given by

$$
\left|\widetilde{\Psi}_{i}\right\rangle=\left|\Psi_{i}\right\rangle+\sum_{I \neq i} \frac{1}{E_{i}-H_{0}}\left|\Psi_{I}\right\rangle\left\langle\Psi_{I}\right| H_{\mathrm{PNC}}^{\mathrm{NSD}}\left|\Psi_{i}\right\rangle
$$

and

$$
\left|\tilde{\Psi}_{f}\right\rangle=\left|\Psi_{f}\right\rangle+\sum_{I \neq f} \frac{1}{E_{f}-H_{0}}\left|\Psi_{I}\right\rangle\left\langle\Psi_{I}\right| H_{\mathrm{PNC}}^{\mathrm{NSD}}\left|\Psi_{f}\right\rangle
$$

where $\left|\Psi_{I}\right\rangle$ is of opposite parity to $\left|\Psi_{i}\right\rangle$ and $\left|\Psi_{f}\right\rangle$ and $H_{0}$ represents the atomic Hamiltonian. Let $\vec{D}$ be the electric dipole operator, the $E 1$ transition amplitude between these mixed parity states is

$$
\begin{equation*}
\mathbf{D}_{f i}=\left\langle\tilde{\Psi}_{f}\right| \vec{D}\left|\tilde{\Psi}_{i}\right\rangle=\sum_{I \neq i} \frac{\left\langle\Psi_{f}\right| \vec{D}\left|\Psi_{I}\right\rangle\left\langle\Psi_{I}\right| H_{\mathrm{PNC}}^{\mathrm{NSD}}\left|\Psi_{i}\right\rangle}{E_{i}-E_{I}}+\sum_{I \neq f} \frac{\left\langle\Psi_{f}\right| H_{\mathrm{PNC}}^{\mathrm{NsD}}\left|\Psi_{I}\right\rangle\left\langle\Psi_{I}\right| \vec{D}\left|\Psi_{i}\right\rangle}{E_{f}-E_{I}} \tag{5.2}
\end{equation*}
$$

With appropriate rearrangement of the above terms the nuclear spin part can be separated out and derive an effective Hamiltonian in the electronic space alone[5]. This can be done by rewriting expression (5.2) as:

$$
\begin{equation*}
\sum_{I \neq i}\left\langle\Psi_{f}\right| \vec{D} \frac{1}{E_{i}-H_{0}}\left|\Psi_{I}\right\rangle\left\langle\Psi_{I}\right| H_{\mathrm{PNC}}^{\mathrm{NsD}}\left|\Psi_{i}\right\rangle+\sum_{I \neq f}\left\langle\Psi_{f}\right| H_{\mathrm{PNC}}^{\mathrm{NSD}}\left|\Psi_{I}\right\rangle\left\langle\Psi_{I}\right| \frac{1}{E_{f}-H_{0}} \vec{D}\left|\Psi_{i}\right\rangle, \tag{5.3}
\end{equation*}
$$

since the intermediate states are of opposite parity to the initial and the final states, the inequality condition in the summation can be dropped. Then using the completeness condition of the intermediate states we can avoid the summation over the intermediate states in the first term by using the identity

$$
\sum_{I}\left|\Psi_{I}\right\rangle\left\langle\Psi_{I}\right| \frac{1}{E_{f}-H_{0}}=\frac{1}{E_{f}-H_{0}}
$$

Similarly, the second term can also be modified, then expression (5.3) assumes the form

$$
\left\langle\Psi_{f}\right|\left(\vec{D} \frac{1}{E_{i}-H_{0}} H_{\mathrm{PNC}}^{\mathrm{NSD}}+H_{\mathrm{PNC}}^{\mathrm{NSD}} \frac{1}{E_{f}-H_{0}} \vec{D}\right)\left|\Psi_{i}\right\rangle .
$$

Define

$$
D_{\mathrm{eff}}^{\mathrm{NSD}}=\vec{D} \frac{1}{E_{i}-H_{0}} H_{\mathrm{PNC}}^{\mathrm{NSD}}+H_{\mathrm{PNC}}^{\mathrm{NSD}} \frac{1}{E_{f}-H_{0}} \vec{D}
$$

then the nuclear spin-dependent $E 1$ transition amplitude reduced matrix element $E 1_{\mathrm{PNC}}^{\mathrm{NSD}}$ is

$$
E 1_{\mathrm{PNC}}^{\mathrm{NSD}}=\left\langle\Psi_{f}\left\|D_{\mathrm{eff}}^{\mathrm{NSD}}\right\| \Psi_{i}\right\rangle .
$$

Redefine the nuclear spin-dependent PNC part as

$$
H_{\mathrm{PNC}}^{\mathrm{NSD}}=\frac{G_{f} \mu_{W^{\prime}}}{2 \sqrt{2} I} \vec{I} \cdot \vec{A}
$$

where $\vec{A}=\sum_{i} \vec{\alpha}_{i} \rho_{N}\left(r_{i}\right)$. Then using the relation for coupling of two tensor operators the expression for the effective dipole operator can be written as

$$
D_{\mathrm{eff}}^{\mathrm{NSD}}=\frac{G_{F} \mu_{W^{\prime}}}{2 \sqrt{2} I} \sum_{k}(-1) \frac{[k]^{1 / 2}}{\sqrt{3}}\left\{\vec{I}^{1}\left[\left(\vec{D} \frac{1}{E_{i}-H_{0}} \vec{A}\right)^{k}+(-1)^{k}\left(\vec{A} \frac{1}{E_{f}-H_{0}} \vec{D}\right)^{k}\right]\right\}^{1}
$$

At this stage the separation of the nuclear spin and the electron part is at the operator level. By decoupling the hyperfine states we can completely separate out the nuclear spin part and the integration over the electron coordinates. The reduced matrix element $T 1^{\text {wsD }}$ in $E 1$ transition amplitude that depends on the electron coordinate alone is:

$$
\begin{equation*}
\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\left\|\left\{\left[\vec{D} \frac{1}{E_{i}-H_{0}} \vec{A}\right]^{k}+(-1)^{k}\left[\vec{A} \frac{1}{E_{f}-H_{0}} \vec{D}\right]^{k}\right\}\right\| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle \tag{5.4}
\end{equation*}
$$

Where $\Gamma_{f}$ is the additional quantum numbers required to define the atomic state uniquely and $k=0,1,2$. The complete expression for the matrix element is as given in the Appendix:A. Define $\Delta J=J_{f}-J_{i}$, then for each value of k the allowed values of $\Delta J$ are: $k=0, \Delta J=0 ; k=1, \Delta J=0, \pm 1$ and $k=2, \Delta J=0, \pm 1, \pm 2$ respectively. Suppose if a similar effective Hamiltonian were to be derived for the spin-independent component of the PNC then instead of $\vec{A}$ there will be a scalar. Then possible value of k is 1 and the corresponding selection rule is $\Delta J=0, \pm 1$, this implies that only the spin-dependent component can have $\Delta J= \pm 2$. This could be of immense importance to conduct experiments for the detection of anapole moments.

The electron part is computed first and then it is multiplied by the required factors for the nuclear spin-dependent part to get the full expression.

### 5.2.2 Nuclear Spin-Independent Effective Hamiltonian

Consider the first part in the interaction Hamiltonian (5.1), the nuclear spin-independent part of the atomic parity-nonconservation. Define $H_{\mathrm{PNC}}^{\text {NSI }}$ as the NSI-PNC Hamiltonian. then

$$
H_{\mathrm{pNC}}^{\mathrm{NsI}}=\frac{G_{F} Q_{W}}{2 \sqrt{2}} \sum_{i} \gamma_{5}^{i} \rho_{N}\left(r_{i}\right)=\frac{G_{F} Q_{W}}{2 \sqrt{2}} B
$$

Where $B=\sum_{i} \gamma_{5}^{i} \rho_{N}\left(r_{i}\right)$. Similar to the $H_{\mathrm{PNC}}^{\text {NSD }}$, an effective dipole operator for $H_{\mathrm{PNC}}^{\text {NSI }}$ can also be derived. Let $D_{\text {eff }}^{\text {NSI }}$ be the effective PNC-NSI dipole transition operator, then using the earlier definitions

$$
D_{\mathrm{eff}}^{\mathrm{NSI}}=\vec{D} \frac{1}{E_{i}-H_{0}} H_{\mathrm{PNC}}^{\mathrm{NSI}}+H_{\mathrm{PNC}}^{\mathrm{NSI}} \frac{1}{E_{f}-H_{0}} \vec{D} .
$$

The full expression of $D_{\text {eff }}^{\text {Ns1 }}$ is

$$
D_{\mathrm{eff}}^{\mathrm{NSI}}=\frac{G_{F} \mu_{W^{\prime}}}{2 \sqrt{2}}\left\{\vec{D} \frac{1}{E_{i}-H_{0}} B+B \frac{1}{E_{f}-H_{0}} \vec{D}\right\}^{1} .
$$

Using which the PNC-NSI dipole transition amplitude $\mathrm{EI}_{\mathrm{PNC}}^{\mathrm{NSI}}$ can be computed as

$$
E \mathrm{P}_{\mathrm{PNC}}^{\mathrm{NSI}}=\left\langle\Psi_{f}\left\|D_{\mathrm{eff}}^{\mathrm{NSI}}\right\| \Psi_{i}\right\rangle .
$$

The expression for $D_{\text {eff }}^{\text {NSI }}$ is independent of the nuclear-spin $I$ but as the initial and final atomic states are hyperfine states the angular factor depend on the nuclear spin. In the expression for $E 1_{\mathrm{PNC}_{\mathrm{N}}}^{\mathrm{NSI}}$, the contribution from the electron part $T 1^{\text {NSI }}$ is:

$$
\begin{equation*}
\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\left\|\left\{\vec{D} \frac{1}{E_{i}-H_{0}} B+B \frac{1}{E_{f}-H_{0}} \vec{D}\right\}\right\| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle \tag{5.5}
\end{equation*}
$$

The full expression for $E 1_{\rho \mathrm{PN}}^{\mathrm{NSI}}$ is given in Appendix:B. As mentioned in the earlier section on PNC-NSD, the selection rule for the initial and final states is $\Delta J=0, \pm 1$, where $\Delta J=J_{f}-J_{i}$.

The PNC-NSI dipole transition amplitude $E 1_{\mathrm{pNC}}^{\mathrm{NSL}}$ are computed with the ground state $\left|6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle$ as the initial state and $\left|6 s 5 d\left({ }^{3} D_{1}\right)\right\rangle$ as the final state. But NSD computation is analyzed in greater detail as the PNC-NSI computation is an extension to the earlier work of Bhanu Das[6], which include an indepth analysis.

The next sections discusses the method of computation and analyze the shielded twoelectron potential. All these are done with respect to the NSD-PNC Hamiltonian but are applicable to the NSI-PNC case too. This can be done just by replacing the $\vec{A}$ in NSD-PNC with $B$ and by modifying the angular factors appropriately.

### 5.3 Method of Computation

For our computation we use an orbital basis set generated using the $V^{\mathrm{N}-1}$ potential. First a Dirac-Fock run is done with the ground state configuration $\left|6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle$, then the virtual orbital $\psi_{i}$ is got by doing a computation using the configuration $\left|6 s \psi_{i}(J)\right\rangle$. While generating the virtual orbitals, the core orbitals till $6 s$ are frozen and $J$ is taken to be the lowest value obtained by coupling the angular momentum of $6 s$ and $\psi_{i}$. Using the set of
orbitals so obtained a set of configuration state functions(CSF) is constructed. From these configurations using the method of configuration-Interaction(CI), we get a set of atomic state functions(ASFs). An ASF can be written as

$$
|\Psi(\Gamma J M)\rangle=\sum_{i} C\left(\gamma_{i} J M\right)\left|\Phi\left(\gamma_{i} J M\right)\right\rangle
$$

where $\gamma_{i}$ represents additional quantum numbers required to describe each of the CSFs uniquely. That is, an ASF is a linear combination of a set of CSFs with the same angular momentum quantum numbers. This is in the electron space alone. To get the hyperfine states the nuclear-spin need to be coupled with the net angular momentum from the electrons. After doing the CI computation we will get the required $\left|\Psi_{i}\right\rangle,\left|\Psi_{I}\right\rangle$ and $\left|\Psi_{f}\right\rangle$, which can be use for computing the contribution from the electron part of the $E 1$ transition amplitude. Consider the expression (5.4), introducing a set of intermediate states, the contribution from the electronic part of the wave-function can be written as

$$
\begin{align*}
\sum_{\Gamma^{\prime \prime} J^{\prime \prime}} & {\left[\frac{\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\|\vec{D}\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\|\vec{A}\| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle}{E_{i}-E_{I}}\right.} \\
& \left.+(-1)^{k} \frac{\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\|\vec{A}\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\|\vec{D}\| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle}{E_{f}-E_{I}}\right] . \tag{5.6}
\end{align*}
$$

After computing this the value of the $E 1$ transition element can be got in terms of hyperfine states using the multiplying factors as given in the appendix. Consider the first term in expression (5.6), in terms of CSFs this can written as:

$$
\begin{aligned}
\sum_{\gamma^{\prime \prime} J^{\prime \prime}} & {\left[\left(\sum_{k, l} C\left(\gamma_{k} J_{f} M_{f}\right) C\left(\gamma_{l}^{\prime \prime} J^{\prime \prime} M^{\prime \prime}\right)\left\langle\Phi\left(\gamma_{k} J_{f}\right)\|\vec{D}\| \Phi\left(\gamma_{l}^{\prime \prime} J^{\prime \prime}\right)\right\rangle\right) \times\right.} \\
& \left.\left(\sum_{m, n} C\left(\gamma_{m}^{\prime \prime} J^{\prime \prime} M^{\prime \prime}\right) C\left(\gamma_{n} J_{i} M_{i}\right) \frac{\left\langle\Phi\left(\gamma_{m}^{\prime \prime} J^{\prime \prime}\right)\|\vec{A}\| \Phi\left(\gamma_{n} J_{i}\right)\right\rangle}{E_{i}-E_{I}}\right)\right]
\end{aligned}
$$

For each intermediate state the expression within the parentheses is computed separately and final result is the sum of the product of the two.

Yb being an atom with two-electrons in the valence shell, the valence-valence correlation is very important. Though the valence shell is similar to the alkaline earth elements the additional complication in Yb is the presence of filled $4 f$ shell and unfilled $5 d$ shell. Both are energetically located close to the ground state valence shell $6 s$, hence the contribution from the core-valence correlation is quite significant. To include these correlation
effects a large orbital basis set is required with the usual CI approach but with suitable modification[6] of the atomic Hamiltonian very useful results can be got from a limited basis set. In our computation we have used an orbital basis of limited size and included shielding parameters in the atomic Hamiltonian. The orbital basis has the most important virtual orbitals namely $5 d k, 5 d, 6 p *$ and $6 p$. Using these a set of configurations is constructed.

With the configurations obtained from the orbital basis under consideration, the values of the energies are not very good compared to the experimental values. To get energies comparable to the experimental values we use shielding parameters in the two-electron term of the atomic Hamiltonian [7]. The essence of which is as described below. Consider the two-electron term in the atomic Hamiltonian at the CSF level, it's matrix element between two CSFs $\left|\Phi\left(\gamma^{\prime} J^{\prime} M^{\prime}\right)\right\rangle$ and $\left|\Phi\left(\gamma^{\prime \prime} J^{\prime \prime} M^{\prime \prime}\right)\right\rangle$ is given by:

$$
\left\langle\Phi\left(\gamma^{\prime} J^{\prime} M^{\prime}\right)\right| \frac{1}{r_{12}}\left|\Phi\left(\gamma^{\prime \prime} J^{\prime \prime} M^{\prime \prime}\right)\right\rangle=\sum_{k, q}\left\langle\Phi\left(\gamma^{\prime} J^{\prime} M^{\prime}\right)\right|\left(C_{q}^{K}(1) \cdot C_{q}^{K}(2)\right) \frac{r_{\zeta}^{K}}{r_{>}^{(K+1)}}\left|\Phi\left(\gamma^{\prime \prime} J^{\prime \prime} M^{\prime \prime}\right)\right\rangle
$$

With the introduction of shielding parameters the two-electron part get modified to the following form

$$
\sum_{K, q} \alpha_{K}\left\langle\Phi\left(\gamma^{\prime} J^{\prime} M^{\prime}\right)\right|\left(C_{q}^{K}(1) \cdot C_{q}^{K}(2)\right) \frac{r_{\zeta}^{K}}{r_{>}^{(K+1)}}\left|\Phi\left(\gamma^{\prime \prime} J^{\prime \prime} M^{\prime \prime}\right)\right\rangle
$$

where $\alpha_{k} \mathrm{~s}$ are the shielding parameters. The values of shielding parameters lies within the range $0-1$ and are adjusted such that the energy levels got after doing CI matches well with the experimental values. To maintain consistency the orbital basis set is also generated using the shielding parameters. Inconsistency results if shielding parameters are used at the CI stage alone as orbitals does not feel the effect of shielding parameter. In which case the matrix elements computed for the EI transition amplitude has energy denominator computed with the shielding parameters and numerators completely devoid of the effects of shielding parameters. While fine-tuning the values of the shielding parameters importance is given to the difference in the energy level than their absolute values. This is because in the expression for the $E 1$ transition amplitude the difference in the energy contributes directly to the denominator. As the size of the configuration space is increased more correlation effect will be taken care of by the configuration mixing and the values
of $\alpha_{K}$ will tend toward unity. When the configuration space is complete the values of the shielding parameters should all be unity. All computations were done by suitably modifying the GRASP code [8].

### 5.4 The Shielded Two-Electron Potential

To understand the effect of shielding parameters let us consider the simple case of a closedshell configuration $\left|\Phi_{0}\right\rangle$ and let $\left\{\left|\psi_{i}\right\rangle\right\}$ be a complete set of electron orbitals. The matrix element of the two-electron part of the Hamiltonian is:

$$
\left\langle\Phi_{0}\right| \frac{1}{2} \sum_{i, j}^{N, N} \frac{1}{r_{i j}}\left|\Phi_{0}\right\rangle=\frac{1}{2} \sum_{i, j}^{N, N}\left\langle\psi_{i} \psi_{j}\right| \frac{1}{r_{12}}\left(1-P_{12}\right)\left|\psi_{i} \psi_{j}\right\rangle
$$

where $N$ is the total number of electron in the configuration. Selecting out the $i^{\text {th }}$ orbital the interaction with the rest of electrons in the configuration is given by:

$$
\sum_{j}^{N}\left\langle\psi_{i} \psi_{j}\right| \frac{1}{r_{12}}\left(1-P_{12}\right)\left|\psi_{i} \psi_{j}\right\rangle=\sum_{j}^{N}\left\langle\psi_{i} \psi_{j}\right| \sum_{K} \frac{r_{<}^{K}}{r_{>}^{(K+1)}} C^{K}(1) \cdot C^{K}(2)\left(1-P_{12}\right)\left|\psi_{i} \psi_{j}\right\rangle
$$

When $j$ is summed over electrons in a closed shell by selection rule only $K=0$ contributes in the direct term. When shielding parameters are introduced the contribution from the direct part depend on the shielding parameter $\alpha_{0}$ alone. Thus in a closed shell CSF $\alpha_{0}$ controls the contribution from the direct part of the two-electron term. On the other hand exchange part can have contribution from other higher multipoles too. So, for a closed shell CSF $\alpha_{i}$ s with $i>0$ modify the contribution from the exchange part alone. Here we have considered the expectation value of the atomic Hamiltonian w.r.t. a closed shell CSF and without configuration mixing.

Consider the $\operatorname{CSFs}\left|\Phi_{0}\right\rangle$ and $\left|\Phi_{I}\right\rangle$, where the $\operatorname{CSF}\left|\Phi_{I}\right\rangle$ is got by exciting two electrons $a$ and $l$ in $\left|\Phi_{0}\right\rangle$ to virtual orbitals $r$ and $s$ respectively. Then using Slater-Condon rules the matrix element of the two-electron part between these two CSFs is:

$$
\begin{equation*}
\left\langle\Phi_{0}\right| \sum_{i, j} \frac{1}{r_{i j}}\left|\Phi_{I}\right\rangle=C(0, I)\left(\left\langle\psi_{a} \psi_{l}\right| \frac{1}{r_{12}}\left(1-P_{12}\right)\left|\psi_{r} \psi_{s}\right\rangle\right. \tag{5.7}
\end{equation*}
$$

where $C(0, I)$ is an angular factor. This will contribute to the configuration mixing. Here both the direct and the exchange terms can have contribution from $K>0$. Since the virtual
orbitals are very small in the small $r$ region and due to $r_{>}^{-\left(K^{+1)}\right)}$ dependence of the $K^{\text {th }}$ multipole component the contribution from $K>1$ are negligibly small. Use time-independent perturbation theory with Epstein-Nesbet partitioning of the atomic Hamiltonian. Including the first order contribution from $\left|\Phi_{I}\right\rangle$, the $\operatorname{CSF}\left|\Phi_{0}\right\rangle$ assumes the form:

$$
\left|\bar{\Phi}_{0}\right\rangle=\left|\Phi_{0}\right\rangle+\left|\Phi_{0}^{1}\right\rangle=\left|\Phi_{0}\right\rangle+\frac{\left|\Phi_{I}\right\rangle\left\langle\Phi_{I}\right|}{E_{0}-E_{I}} H\left|\Phi_{0}\right\rangle,
$$

where $H$ is the atomic Hamiltonian, $E_{0}=\left\langle\Phi_{0}\right| H\left|\Phi_{0}\right\rangle$ and $E_{I}=\left\langle\Phi_{I}\right| H\left|\Phi_{I}\right\rangle$. The corresponding energy using intermediate normalization is:

$$
\begin{equation*}
\bar{E}_{0}=\left\langle\Phi_{0}\right| H\left|\bar{\Phi}_{0}\right\rangle=\left\langle\Phi_{0}\right| H\left|\Phi_{0}\right\rangle+\left\langle\Phi_{0}\right| H \frac{\left|\Phi_{I}\right\rangle\left\langle\Phi_{I}\right|}{E_{0}-E_{I}} H\left|\Phi_{0}\right\rangle . \tag{5.8}
\end{equation*}
$$

Since $\left|\Phi_{I}\right\rangle$ is doubly excited with respect to $\left|\Phi_{0}\right\rangle$, only the two-electron part of the Hamiltonian will contribute in the second term. Then expression (5.8) assumes the form:

$$
\begin{equation*}
\bar{E}_{0}=\left\langle\Phi_{0}\right|\left(H+\frac{1}{4} \sum_{i, j}^{N, N} \frac{1}{r_{i j}} \frac{\left|\Phi_{I}\right\rangle\left\langle\Phi_{I}\right|}{E_{0}-E_{I}} \sum_{i^{\prime}, j^{\prime}}^{N, N} \frac{1}{r_{i^{\prime} j^{\prime}}}\right)\left|\Phi_{0}\right\rangle . \tag{5.9}
\end{equation*}
$$

Using the form of the matrix element defined in expression (5.7),

This is like introducing an extra term in the atomic Hamiltonian which effects only the electron orbitals $a$ and $l$ in the $\operatorname{CSF}\left|\Phi_{0}\right\rangle$. Consider only the dipole component of the two-electron interaction in the second term, introducing shielding parameter $\alpha_{1}$ it can be written as:

$$
\left(C(0, I) \alpha_{1}\right)^{2}\left\langle\psi_{a} \psi_{l}\right|\left(\frac{r_{<}}{r_{>}^{2}} C^{1}(1) \cdot C^{1}(2) \frac{\left|\psi_{r} \psi_{s}\right\rangle\left\langle\psi_{r} \psi_{s}\right|}{E_{0}-E_{I}} \frac{r_{<}}{r_{>}^{2}} C^{1}(1) \cdot C^{1}(2)\right)\left|\psi_{a} \psi_{l}\right\rangle .
$$

Including all the other multipole moments and denoting the cnergy with the shielded twoelectron potential by $\overline{E^{\prime}} 0$ gives

$$
\begin{align*}
\overline{E_{0}^{\prime}}= & E_{0}^{\prime}+C(0, I)^{2} \sum_{K^{\prime} K^{\prime}}\left[\left(\alpha_{K} \alpha_{K^{\prime}}-1\right) \times\left\langle\psi_{a} \psi_{l}\right|\left(\frac{r_{<}^{K}}{r_{>}^{K+1}} C^{K}(1) \cdot C^{K}(2) \frac{\left|\psi_{r} \psi_{s}\right\rangle\left\langle\psi_{r} \psi_{s}\right|}{E_{0}^{\prime}-E_{I}^{\prime}} \frac{r_{<}^{K^{\prime}}}{r_{>}^{K^{\prime}+1}} \times\right.\right. \\
& \left.C^{K^{\prime}}(1) \cdot C^{K^{\prime}}(2)\right)\left|\psi_{a} \psi_{l}\right\rangle+\left\langle\psi_{a} \psi_{l}\right|\left(\frac{r^{K}}{r_{>}^{K+1}} C^{K}(1) \cdot C^{K}(2) \frac{\left|\psi_{r} \psi_{s}\right\rangle\left\langle\psi_{r} \psi_{s}\right| \frac{r^{K^{\prime}}}{E_{0}^{\prime}-E_{I}^{\prime}} r_{>}^{K_{>}^{\prime \prime+1}} \times}{}\right. \\
& \left.\left.C^{K^{\prime \prime}}(1) \cdot C^{K^{\prime \prime}}(2)\right)\left|\psi_{a} \psi_{l}\right\rangle\right] \tag{5.11}
\end{align*}
$$

Where $E_{0}^{\prime}$ is the expectation value of the atomic Hamiltonian with respect to the CSF $\left|\Phi_{0}\right\rangle$ with the shielding parameters included. Since $0 \leq \alpha_{K} \leq 1,\left(\alpha_{K} \alpha_{K^{\prime}}-1\right)<0$. Define $\beta_{K K^{\prime}}=\left|\alpha_{K} \alpha_{K^{\prime}}-1\right|$, the above expression can be rewritten in the form

$$
\begin{align*}
\overline{E_{0}^{\prime}}= & E_{0}^{\prime}+C(0, I)^{2}\left(\frac{E_{0}-E_{I}}{E_{0}^{\prime}-E_{I}^{\prime}}\right) \sum_{K, K^{\prime}}\left[\langle \psi _ { a } \psi _ { l } | \left(\frac{r_{<}^{K}}{r_{>}^{K_{>}^{+1}}} C^{K}(1) \cdot C^{K}(2) \frac{\left|\psi_{r} \psi_{s}\right\rangle\left\langle\psi_{r} \psi_{s}\right|}{E_{0}-E_{I}} \frac{r_{<}^{K^{\prime}}}{r_{>}^{K^{\prime}+1}} \times\right.\right. \\
& \left.C^{K^{\prime}}(1) \cdot C^{K^{\prime}}(2)\right)\left|\psi_{a} \psi_{l}\right\rangle-\beta_{K K^{\prime}}\left\langle\psi_{a} \psi_{l}\right|\left(\frac{r_{\varsigma}^{K}}{r_{>}^{K+1}} C^{K}(1) \cdot C^{K}(2) \frac{\left|\psi_{r} \psi_{s}\right\rangle\left\langle\psi_{r} \psi_{s}\right|}{E_{0}-E_{I}} \frac{r^{K^{\prime}}}{r_{>}^{K^{\prime}+1}} \times\right. \\
& \left.\left.C^{K^{\prime}}(1) \cdot C^{K^{\prime}}(2)\right)\left|\psi_{a} \psi_{l}\right\rangle\right] . \tag{5.12}
\end{align*}
$$

Compare the second order term in the above expression with the one without shielding parameters (5.10), the shielding parameters introduces two forms of correction: first a decrease characterize by $\beta_{K_{K}}$ and second the scaling of the whole expression by a factor $A(0, I)=\left(E_{0}-E_{I}\right) /\left(E_{0}^{\prime}-E_{I}^{\prime}\right)$. Thus the change in energy due to shielding parameters in the second order depends on $\beta_{K K^{\prime}}$ and $A(0, I)$. Depending on these parameters the change in the energy $\Delta E_{0}=E_{0}^{\prime}-E_{0}$ can be positive or negative. This can be extended to other higher orders in perturbation.

### 5.5 Results

### 5.5.1 The NSD-Parity-Nonconservation

Using CSFs constructed from the orbital basis set we have computed the $E 1$ transition amplitude between the ground state $\left|6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle$ and $\left|6 s 5 d\left({ }^{3} D_{1}\right)\right\rangle$ as the final state for both the spin-independent and the spin-dependent case. In both cases the intermediate states can be either with total angular momentum $J=1$ or $J=0$. As both the spin-independent and spin-dependent component contributes, the two cannot be separated in the final result. Using the orbital basis under consideration set of even parity CSFs got by including single excitations from $4 f$ and $5 p$ orbitals in non-relativistic notation with $J=1$ are:

$$
\begin{aligned}
& \left.\left|6 s^{2}\right\rangle\right\rangle,\left|6 p^{2}\right\rangle,\left|6 p^{2}\right\rangle,\left|5 d^{2}\right\rangle,\left|5 p^{5} 6 s^{2} 6 p\right\rangle,\left|5 p^{5} 5 d^{2} 6 p\right\rangle,\left|5 p^{5} 6 s 5 d 6 p\right\rangle,\left|4 f^{13} 6 s^{2} 6 p\right\rangle,\left|4 f^{13} 5 d^{2} 6 p\right\rangle, \\
& \left|4 f^{13} 6 s 5 d 6 p\right\rangle,
\end{aligned}
$$

and those with $J=1$ are:
$\left|5 d^{2}\right\rangle,|6 s 5 d\rangle,\left|5 p^{5} 6 s^{2} 6 p\right\rangle,\left|5 p^{5} 5 d^{2} 6 p\right\rangle,\left|5 p^{5} 6 s 5 d 6 p\right\rangle,\left|4 f^{13} 6 s^{2} 6 p\right\rangle,\left|4 f^{13} 5 d^{2} 6 p\right\rangle$, $\left|4 f^{13} 6 s 5 d 6 p\right\rangle$.
Similarly, the odd parity CSFs that can be constructed with $J=0$ are:
$|6 s 6 p\rangle,|5 d 6 p\rangle,\left|5 p^{5} 6 s^{2} 5 d\right\rangle,\left|5 p^{5} 6 s 6 p^{2}\right\rangle,\left|5 p^{5} 5 d 6 p^{2}\right\rangle,\left|4 f^{13} 6 s^{2} 5 d\right\rangle,\left|5 p^{5} 6 s 5 d^{2}\right\rangle,\left|4 f^{13} 6 s 5 d^{2}\right\rangle$,
$\left|4 f^{13} 6 s 6 p^{2}\right\rangle,\left|4 f^{13} 5 d 6 p^{2}\right\rangle$,
and odd parity CSFs with $J=1$ are:
$|6 s 6 p\rangle,|5 d 6 p\rangle,\left|5 p^{5} 6 s^{2} 5 d\right\rangle,\left|5 p^{5} 6 s 5 d^{2}\right\rangle,\left|5 p^{5} 6 s 6 p^{2}\right\rangle,\left|5 p^{5} 5 d 6 p^{2}\right\rangle,\left|4 f^{13} 6 s^{2} 5 d\right\rangle,\left|4 f^{13} 6 s 5 d^{2}\right\rangle$,
$\left|4 f^{13} 5 d 6 p^{2}\right\rangle$.
With this set of configurations the values of the energy level computed using CI without the use of shielding parameters are as given in the Table below, for comparison the experimental values are also given:

Table 5.1: Values of the energy levels without shielding parameters. The energies are given in units of $\mathrm{cm}^{-1}$.

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| sl. no. | Configuration | Term | Energy(expt) | Energy(CI) |
| 1. | $6 s 6 p$ | ${ }^{3} P_{1}$ | 17992.007 | 14551.7791 |
| 2. | $6 s 6 p$ | ${ }^{1} P_{1}$ | 25068.222 | 24145.7777 |
| 3. | $6 s 5 d$ | ${ }^{3} D_{1}$ | 24489.102 | 24561.3827 |
| 4. | $6 s 5 d$ | ${ }^{3} D_{2}$ | 24751.948 | 24797.6955 |

One thing to be noted in the above table is that the sequence of the energy level from the CI computation is not in correct order as compared to the the experimental results. Here the difficulty is two-fold as not only the sequence of the energy levels but the energy difference also need to be matched. The difficulty lies in the closeness of the $\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle$ and the $\left|6 s 5 d\left({ }^{3} D_{1}\right)\right\rangle$ levels but this is also the advantage in choosing the Yb as the possible candidate for PNC experiments. After choosing the shielding parameters $\alpha_{0}=0.997$, $\alpha_{1}=0.667, \alpha_{2}=0.980$ and rest equal to unity the values of the energy levels obtained are as given in the Table below

Here the values of the shielding parameters have been adjusted such that the individual energy level are off by the same order. Where special attention has been given to the energy levels of $\left|6 s 5 d\left({ }^{3} D_{1}\right)\right\rangle$ and $\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle$ as they are the energy levels of interest.

Table 5.2: Values of the energy levels with shielding parameters. The energies are given in units of cm .

|  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| sl. no. | Configuration | Term | Energy(expt ) | Energy(CI ) |
| 1. | $6 s 6 p$ | ${ }^{3} P_{1}$ | 17992.007 | 17675.6423 |
| 2. | $6 s 5 d$ | ${ }^{3} D_{1}$ | 24489.102 | 24429.4055 |
| 3. | $6 s 5 d$ | ${ }^{3} D_{2}$ | 24751.948 | 24707.3242 |
| 4. | $6 s 6 p$ | ${ }^{1} P_{1}$ | 25068.222 | 25004.6888 |

With this set of configurations using $\left|6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle$ and $\left|5 d 6 s\left({ }^{3} D_{1}\right)\right\rangle$ as initial and final states respectively, the value of the spin-dependent $E 1$ transition amplitude reduced matrix element with hyperfine states is $0.865 \times 10^{-11} \mu_{W^{\prime}} e a_{0}$, the contribution from the electronic part without the nuclear-spin part is $1.059 \times 10^{-11} \mu_{W^{\prime}} e a_{0}$. These calculations are done for the isotope ${ }^{171} \mathrm{Yb}_{70}$ which has a nuclear spin $1 / 2$, the initial and final states has total angular momentum $F_{i}=1 / 2$ and $F_{f}=3 / 2$. The major contribution come from the term

$$
\frac{\left\langle 6 s 5 d\left({ }^{3} D_{1}\right)\|\vec{A}\| 6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle\left\langle 6 s 6 p\left({ }^{1} P_{1}\right)\|\vec{D}\| 6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle}{E\left(6 s 5 d^{2} D_{1}\right)-E\left(6 s 6 p^{1} P_{1}\right)}
$$

This term alone gives $0.731 \times 10^{-11} \mu_{W^{\prime}} e a_{0}$ which amounts to $84.41 \%$ of the total contribution and the contribution in the electron part alone is $0.894 \times 10^{-11} \mu_{W^{\prime}} e a_{0}$. This is because of two reasons: first the close spacing between $\left|6 s 6 p\left({ }^{( } P_{1}\right)\right\rangle$ and $\left|6 s 5 d\left({ }^{3} D_{1}\right)\right\rangle$ as compared to the spacing between $\left|6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle$ and $\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle$ and second, mixing between configurations $|6 s 6 p(J=1)\rangle$ and $|6 p 5 d(J=1)\rangle$.

Now consider the $\left|5 d 6 p\left({ }^{1} D_{2}\right)\right\rangle$ state, it is located very close to the intermediate state $\left|6 s 6 p\left({ }^{( } P_{1}\right)\right\rangle$ as compared to the separation of $579.113 \mathrm{~cm}^{-1}$ between the states $\left|6 s 5 d\left({ }^{3} D_{1}\right)\right\rangle$ and $\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle$, the separation between $\left|6 s 5 d\left({ }^{3} D_{2}\right)\right\rangle$ and $\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle$ is $316.274 \mathrm{~cm}^{-1}$ only. When $\left|6 s 5 d\left({ }^{3} D_{2}\right)\right\rangle$ state is used as the final state, by selection rule only the spin-dependent component of the PNC contribute to the E1 transition amplitude. The only worry is whether there will be large cancellations as it is an intercombination state. Our computation shows there are no major cancellations. This is because the value of $E 1$ transition amplitude is not governed by the configurations that goes into the final states alone but also depends on the configurations that goes into the intermediate states too. The value
of the $E 1$ transition amplitude reduced matrix element with the nuclear-spin included is $-4.657 \times 10^{-11} \mu_{W^{\prime}} e a_{0}$ and in the electron space alone it is $3.293 \times 10^{-11} \mu_{W^{\prime}} e a_{0}$. In this case the major intermediate contribution is from the state $\left|6 s 6 p\left({ }^{1} p_{1}\right)\right\rangle$. To understand why there are no major cancellation consider the ASFs $\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle$ and $\left|6 s 5 d\left({ }^{3} D_{2}\right)\right\rangle$, below are given the contribution from the five most important CSFs in each case:

$$
\begin{align*}
\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle= & 0.8466|6 s 6 p\rangle+0.4220|6 s 6 p *\rangle-0.2235|5 d 6 p\rangle-0.2206|5 d * 6 p *\rangle \\
& +0.0760|5 d * 6 p\rangle+\ldots  \tag{5.13}\\
\left|5 d 6 s\left({ }^{3} D_{2}\right)\right\rangle= & 0.7994|6 s 5 d *\rangle-0.5981|6 s 5 d\rangle-0.0137\left|4 f^{7} 6 s 5 d 6 p *\right\rangle \\
& -0.0121\left|4 f^{7} 5 d 5 d * 6 p *\right\rangle-0.0111\left|4 f^{7} 6 s 5 d 5 d * 6 p\right\rangle+\ldots \tag{5.14}
\end{align*}
$$

In the above expression for the ASFs the angular momentum for each of the orbital shells are coupled in a sequence but the intermediate values are not given. That is, there will be many CSFs with the same orbitals and same final angular momentum but with different intermediate angular momenta. Here the intermediate angular momenta has been avoided as no CSF from the same orbitals doesn't contribute to the first five most important CSFs for each of the ASFs.

Consider the expression for the most important intermediate state $\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle$, there is a significant contribution from the CSF $|5 d * 6 p *(J=1)\rangle$. This in combination with the CSFs $|6 s 5 d *(J=2)\rangle$ in the final ASF give a large contribution to the $E 1$ transition amplitude. Which means that there is no cancellation at the level of the most significant contribution. The individual contribution from the CSFs $|6 s 5 d *(J=2)\rangle$ and $|6 s 5 d(J=2)\rangle$ in the electronic part are as given below:

$$
\begin{aligned}
& C_{1} \sum_{I} \frac{\left\langle 6 s 5 d *(J=2)\|\vec{D}\| \Psi_{I}(J=1)\right\rangle\left\langle\Psi_{I}(J=1)\|\vec{A}\| 6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle}{E_{i}-E_{I}}=-320.6850 \\
& C_{2} \sum_{I} \frac{\left\langle 6 s 5 d *(J=2)\|\vec{A}\| \Psi_{I}(J=1)\right\rangle\left\langle\Psi_{I}(J=1)\|\vec{D}\| 6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle}{E_{f}-E_{I}}=-3701.5687 \\
& C_{2} \sum_{I} \frac{\left\langle 6 s 5 d_{5 / 2}(J=2)\|\vec{D}\| \Psi_{I}(J=1)\right\rangle\left\langle\Psi_{I}(J=1)\|\vec{A}\| 6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle}{E_{i}-E_{I}}=-58.0524
\end{aligned}
$$

and

$$
C_{2} \sum_{I} \frac{\left\langle6 s 5 d _ { 5 / 2 } ( J = 2 ) \left\|\left|\vec{A} \| \Psi_{I}(J=1)\right\rangle\left\langle\Psi_{I}(J=1)\|\vec{D}\| 6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle\right.\right.}{E_{f}-E_{I}}=0.0000
$$

respectively, where $C_{1}=0.7994, C_{2}=-0.5981, E_{i}$ is the energy of the initial state and $E_{f}$ for the final state. Thus the major contribution is from the second term and in this term the most important contribution are:

$$
C_{1}\langle 6 s 5 d *(J=2)\|\vec{A}\| 5 d * 6 p *(J=1)\rangle\left(\frac{\left\langle 6 s 6 p\left({ }^{1} P_{1}\right)\|\vec{D}\| 6 s^{2}\left({ }^{1} S_{0}\right)\right\rangle}{E_{f}-E_{1}}\right)=-4978.7637
$$

and

$$
C_{1}\langle 6 s 5 d *(J=2)\|\vec{A}\| 5 p * 5 d *(J=1)\rangle\left(\frac{\left\langle 6 s 6 p\left({ }^{1} P_{1}\right)\|\vec{D}\| 6 s^{2} r\left({ }^{1} S_{0}\right)\right\rangle}{E_{f}-E_{1}}\right)=1276.0023
$$

These are the two most important cancellations in the computation in the computation for the $E 1$ transition amplitude with $5 d 6 s\left({ }^{3} D_{2}\right)$ as the final state.

The result discuss so far correspond to the isotope ${ }^{171} \mathrm{Yb}_{70}$ and its natural abundance is $14.31 \%$. The other isotope of Yb which we have chosen for our computation is ${ }^{173} \mathrm{Yb}_{70}$. Its abundance and nuclear spin are $16.13 \%$ and $5 / 2$ respectively. We have chosen these two isotopes on account of their abundance, nuclear spin and stability. The result for these two isotopes for different initial and final hyperfine states are as given in following Table:

Table 5.3: Results for different isotopes with different hyperfine states. $T 1^{\text {NSD }}$ and $E 1^{\text {NSD }}$ are in units of $e a_{0} \mu_{W^{\prime}} \times 10^{-11}$.

|  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Isotope | Nuclear | $J_{f}$ | $F_{i}$ | $F_{f}$ | $T 1^{\text {NSD }}$ | $E 1_{\mathrm{PND}}^{\mathrm{NSD}}$ | k |
| 171 | $1 / 2$ | 1 | $1 / 2$ | $1 / 2$ | 1.0598 | -1.2238 | 1 |
| $"$ | $"$ | $"$ | $"$ | $3 / 2$ | 1.0598 | 0.8654 | 1 |
| $"$ | $"$ | 2 | , | $3 / 2$ | -3.2934 | -4.6575 | 2 |
| 173 | $5 / 2$ | 1 | $5 / 2$ | $3 / 2$ | 1.0593 | -1.2108 | 1 |
| $"$ | $"$ | $"$ | $"$ | $5 / 2$ | 1.0593 | -0.4237 | 1 |
| $"$ | $"$ | $"$ | $"$ | $7 / 2$ | 1.0593 | 1.2231 | 1 |
| $"$ | $"$ | 2 | $"$ | $3 / 2$ | -3.2195 | -1.9079 | 2 |
| $"$ | $"$ | 2 | $"$ | $5 / 2$ | -3.2195 | -3.3308 | 2 |
| $"$ | , | 2 | , | $7 / 2$ | -3.2195 | -3.9498 | 2 |

Among all the isotopes of Yb the most abundant one is ${ }^{174} \mathrm{Yb}_{70}$, this might be suitable for doing a measurement for the nuclear spin-independent $E 1$ transition amplitude but not
for the nuclear spin-dependent component. For the nuclear spin-dependent component it needs to couple with the nuclear spin. For better comparison the result of the two isotopes are as given in the table.

### 5.5.2 The NSI-Parity-Nonconservation

The result doesn't differ qualitatively from those given in [6]. The difference is the larger CSF space used, which induces a change in the shielding parameters. The added CSFs also pick up many forms of correlation but these are not so significant. Yet, in terms of accuracy which is not relative but absolute these are not negligible. The additional CSFs included in this computation are the CSFs with excitations from the core orbitals $5 p$ and $4 f$.

As in NSD-PNC, here too the major contribution to the intermediate state $\left|\Psi_{I}\right\rangle$ is the $\left|6 s 6 p\left({ }^{1} P_{1}\right)\right\rangle$ state, given in expression (5.13). The final ASF $\left|6 s 5 d\left({ }^{3} D_{1}\right)\right\rangle$ has the form

$$
\begin{aligned}
\left|6 s 5 d\left({ }^{3} D_{1}\right)\right\rangle= & 0.9983|6 s 5 d *\rangle+0.0188\left|4 f^{7} 6 s 5 d 6 p *\right\rangle-0.0139\left|4 f^{7} 6 s 5 d * 5 d 6 p\right\rangle \\
& +0.0135\left|4 f^{5} * 5 d * 6 p *\right\rangle-0.0131\left|5 p^{3} 6 s 5 d 6 p *\right\rangle+\ldots
\end{aligned}
$$

With this set of configuration the value of $E 1_{\mathrm{PNC}}^{\mathrm{NSI}}$ is $-0.879 \times 10^{-11} i e a_{0} Q_{W}$, which is not much different from the result of $\operatorname{Das}[6]-0.768 \times 10^{-11} i e a_{0} Q_{W}$.
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## $\mathfrak{C l y p t e r} 6$

## Conclusion and Future Directions

### 6.1 Conclusion

Till date the closed-shell atoms for which EDM computations have been done are Xe and Hg. Atomic Yb has the same advantage like these atoms as a probe for atomic EDM which are nuclear in origin.

Compared to $\mathrm{Xe}, \mathrm{Yb}$ has the advantage of higher Z and when compared to Hg it has the advantage of an odd parity atomic state which is energetically closer to the ground state. In Hg the ground state configuration is $\left\langle 4 f^{14} 5 d^{10} 6 s^{2}\right\rangle$ and the most important odd parity configuration is $\left|4 f^{14} 5 d^{10} 6 s 6 p *\right\rangle$, which is separated from the ground state by 1.7957 hartrees. Whereas in Yb the most important odd parity configuration $\left\langle 4 f^{14} 6 s 6 p *(J=1)\right\rangle$ is separated from the ground state by 0.8197 hartrees and is 0.4565 times the value in Hg. Since the atomic EDM is inversely proportional to the energy difference, Yb has an enhancement of 2.12 over Hg but Hg has the advantage of higher Z . The dependence of the TPT atomic EDM on Z scales as $\mathrm{Z}^{2}$, which makes the enhancement in Hg 1.30 times that of Yb . This is smaller than the enhancement in Yb due to inverse energy dependence. Though in terms of the energy and the Z dependence Yb enjoys an edge over Hg , it is difficult to conclude which is the better of the two as the dipole matrix is not yet included. This is the theoretical estimate, more important is the experimental considerations, for which too it is difficult to arrive at a particular choice.

The unfilled $5 d *$ and $5 d$ orbitals in Yb contribute significantly to the many-body effects as these are located very close to $6 s$ orbital. The orbital $5 d *$ and $5 d$ are higher than $6 s$
by 0.096474 and 0.117699 hartrees respectively. In the even parity CSF-space $\left|4 f^{14} 5 d x^{2}\right\rangle$ and $\left|4 f^{14} 5 d^{2}\right\rangle$ mix strongly with the ground state CSF $\left|6 s^{2}\right\rangle$ and within the odd parity CSF space, the two most important doubly excited CSFs that contribute to $\left|\Psi_{\text {corr }}^{0}\right\rangle$ are $\left|4 f^{14} 6 p 5 d *\right\rangle$ and $\left|4 f^{14} 6 p * 5 d\right\rangle$. Though $5 d *$ is closer to $6 s$ energetically $\left|4 f^{14} 5 d^{2}\right\rangle$ contribution to $\left|\Psi_{0}\right\rangle$ is larger than the contribution from $\left\langle 4 f^{14} 5 d *^{2}\right\rangle$. As to be expected at the single particle level the most important orbital in the atomic EDM computation is $6 p *$. and accounts for $97.747 \%$ of the lowest order atomic EDM. In terms of configurations it is the CSF $\left|4 f^{14} 6 s 6 p *\right\rangle$ which has the largest contribution to $\vec{D}_{a}$ from the odd parity CSF space. The other important configurations are the double excitations from $6 s^{2}$, which is brought out by the plots in Fig4.5.

At the lowest order single particle level the contribution from the continuum orbitals is extremely small. The continuum $p *$ orbitals account for just $0.296 \%$. The computations at the CSF level are without the continuum orbitals, this is because the error accumulation is severe as it requires integrals with the deep core orbitals.

The results from the computations using CI, PCI and matrix based Bloch equation confirms the equivalence of these methods within the restricted active CSF space considered. An important result of the comparison is the importance of contribution from higher order terms to the ground state energy $E_{0}$. As $E_{0}$ oscillates with the order of perturbation a truncation in the perturbation series while computing $E_{0}$ can give inaccurate results. This is also true of $\vec{D}_{a}$ and is clearly brought out in Table:4.7. In can be clearly stated that for accurate computations inclusion of high order terms is desirable. By comparing the lowest order computation at the single particle level with the result from the matrix based Bloch equation, it is observed that the many-body effect do contribute but they are relatively small-just $10.81 \%$-compared to the lowest order contribution. It is to be noted that the lowest order computation has no many-body effects. Another important result from the computation of atomic EDM with various forms of CEPA method is the small size of the contribution from the size-inconsistent terms. Comparing the results from CEPA-2 and the matrix based Bloch equation, the contribution from the size-inconsistent terms is at the most is $1.206 \%$. From these it can be concluded that for high accuracy computation, one must include higher order terms and avoid size-inconsistent terms. For computations
to estimate atomic EDMs these are not necessary but to do a computation to the accuracy of $1 \%$ these are required.

With the successful laser cooling and trapping of atomic Yb , using these techniques with Yb to measure its atomic EDM will be a good contribution to the search of atomic EDMs.

The present calculation of $E 1_{\mathrm{PNC}}^{\text {NSD }}$ includes the most important low lying orbitals and configurations using a shielded potential. Though not complete it incorporates some of the dominant many-body effects and serves as an important guideline for both theoretical and experimental work related to nuclear spin dependent PNC in atomic Yb. From the results of calculations, one can arrive at the following conclusions:

1. The ${ }^{3} D_{1} \rightarrow^{1} S_{0} E 1$ transition amplitude in atomic Yb is larger than that of Cs . Hence Yb maybe a very good candidate to look for the nuclear anapole moment.
2. The NSD-PNC E1 transition amplitude for ${ }^{3} D_{2} \rightarrow{ }^{1} S_{0}$ as expected is larger than the corresponding transition amplitude for ${ }^{3} D_{1} \rightarrow^{1} S_{0}$. It is worthwhile to explore whether one can do an experiment to observe the nuclear anapole using the former transition.

Though the configuration space considered here is slightly larger than the one used by $\operatorname{Das}[1]$, there is no significant change in $E 1_{P N C}^{N S I}$, which implies that the configuration space used by Das has all the important configurations.

### 6.2 Future Directions

The size of the CSF grows significantly when the orbital space becomes large. In addition, inclusion of higher excitation CSFs also increases the size of CSF space enormously. These problems are less formidable if the whole procedure is implemented at the single particle level. An important extension of the present work would be to develop it towards a single particle approach.

The coupled-cluster method has been used by Liu and Kelly[2] to calculate the electron EDM enhancement factor for thallium and Shukla, Das and Mukherjee[3] have recently
proposed a coupled-cluster formalism for the EDM of atoms and molecules based on linear response theory. With these preceding works it is a logical step would be to proceed towards coupled-cluster method. The CEPA-2 is very close to the coupled-cluster method but it requires some more modifications to make it in complete agreement with the latter theory. This requires the inclusion of non-linear terms in cluster amplitude, which can be done with less complications at the single particle level. The computation here is single configuration, making it multi-configuration would make it possible to do computation for open-shell systems.

A good test of different many-body effects and correctness of the various components that goes into the computation would be to compute the excitation energies. In short the present work can be enhanced further in two ways: first make the orbital space larger, which would make the present computation more accurate and second improve the method of computation by including many-body effects that are not included here.

## References

[1] B. P. Das, Physical Review A,56,1635(1997).
[2] Z. W. Liu and H. P. Kelly, Phys. Rev.A45, R4210(1992)
[3] A. Shukla, B. P. Das and D. Mukherjee Phys. Rev. A 50,2096(1994).

## Appendix:A

## Expression for $E 1_{P N C}^{N S D}$

The expression for the $E 1_{\text {PNC }}^{\text {NSI }}$ transition amplitude reduced matrix element in terms of the hyperfine states $\left|\Psi_{i}\right\rangle$ a and $\left|\Psi_{f}\right\rangle$ is given by:

$$
E 1_{\mathrm{PNC}}^{\mathrm{NSD}}=\left\langle\Psi_{f}\right|\left\{\left[\vec{I}\left\{\vec{D} \frac{1}{E_{i}-H_{0}} \vec{A}\right\}^{k}+(-1)^{k}\left\{\vec{A} \frac{1}{E_{f}-H_{0}} \vec{D}\right\}^{k}\right]\right\}^{1}\left|\Psi_{i}\right\rangle .
$$

After introducing a complete set of intermediate states between the dipole and the spindependent PNC, then decoupling the nuclear-spin part from the electron part, the reduced matrix element ( $\left.E 1^{\text {NsD }}\right)_{\text {red }}$ assumes the form

$$
\begin{aligned}
\left(E 1_{\mathrm{PNC}}^{\mathrm{NsD}}\right)_{\mathrm{red}}= & -\frac{\left[1, F_{f}, F_{i}\right]}{I}[(2 I+1)(I+1) I]^{1 / 2}(2 I+1)^{1 / 2}\left\{\begin{array}{ccc}
I & I & 1 \\
J_{f} & J_{i} & k \\
F_{f} & F_{i} & 1
\end{array}\right\} \times \sum_{\Gamma^{\prime \prime} J^{\prime \prime}}(-1)^{J_{i}+J_{f}+1} \times \\
& \left\{\begin{array}{ccc}
1 & 1 & k \\
J_{i} & J_{f} & J^{\prime \prime}
\end{array}\right\}\left[\frac{\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\|D\| D \|\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\|\vec{A}\| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle}{E_{i}-E_{\Gamma^{\prime \prime} J^{\prime \prime}}}\right. \\
& \left.+(-1)^{k} \frac{\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\|\vec{A}\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\|\vec{D}\| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle}{E_{f}-E_{\Gamma^{\prime \prime} J^{\prime \prime}}}\right]
\end{aligned}
$$

From this expression the electronic part $T 1^{\text {NSD }}$ can be separated out, it is given by:

$$
\begin{aligned}
T 1_{\mathrm{PNC}}^{\mathrm{NSD}}= & \sum_{\Gamma^{\prime \prime} J^{\prime \prime}}(-1)^{J_{i}+J_{f}+1}\left\{\begin{array}{ccc}
1 & 1 & k \\
J_{i} & J_{f} & J^{\prime \prime}
\end{array}\right\}\left\langle\Psi\left(\Gamma_{f} J_{f}\right) \|\left(\vec{D} \frac{\left.\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right) \|\right.}{E_{i}-E_{\Gamma^{\prime \prime} J^{\prime \prime}}} \vec{A}\right.\right. \\
& \left.\left.+(-1)^{k} \frac{\left.\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right) \|\right.}{E_{f}-E_{\Gamma^{\prime \prime} J^{\prime \prime}}} \vec{D}\right) \| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle
\end{aligned}
$$

## Appendix:B

## Expression for $E 1_{\text {PNC }}^{\text {NSI }}$

The expression for the $E 1^{\text {NsI }}$ transition amplitude reduced matrix element in terms of ${ }^{2}$ yperfine states $\left|\Psi_{i}\right\rangle$ a and $\left|\Psi_{f}\right\rangle$ is given by:

$$
E 1_{\mathrm{PNC}}^{\mathrm{NI}}=\left\langle\Psi_{f}\right|\left\{\vec{D} \frac{1}{E_{i}-H_{0}} B+B \frac{1}{E_{f}-H_{0}} \vec{D}\right\}^{1}\left|\Psi_{i}\right\rangle .
$$

$\mathbf{r}$ introducing a complete set of intermediate states between the dipole and the spin=ndent PNC, then decoupling the nuclear-spin part from the electron part, the reduced rix element $\left(E 1^{\text {NsI }}\right)_{\text {red }}$ assumes the form

$$
\begin{aligned}
\mathcal{1}_{\mathrm{PNC}}^{\mathrm{NsI}}= & (-1)^{I+J_{f}+F_{i}+1}\left[F_{f}, F_{i}\right]^{1 / 2}\left\{\begin{array}{ccc}
F^{\prime \prime} & 1 & F_{i} \\
J_{i} & I & J^{\prime \prime}
\end{array}\right\} \times\left[\frac{\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\|D \vec{D}\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\|B\| \Psi( \right.}{E_{i}-E_{\Gamma^{\prime \prime} J^{\prime \prime}}}\right. \\
& \left.+\frac{\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\|B\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\|\vec{D}\| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle}{E_{f}-E_{\Gamma^{\prime \prime} J^{\prime \prime}}}\right]
\end{aligned}
$$

$\boldsymbol{\pi}$ this expression the electronic part $T 1^{\text {NSI }}$ can be separated out, it is given by:
$\underset{\text { sc }}{\text { si }}=\left\langle\Psi\left(\Gamma_{f} J_{f}\right)\left\|\left\{\vec{D} \frac{\left.\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right) \|\right.}{E_{i}-E_{\Gamma^{\prime \prime} J^{\prime \prime}}} B+B \frac{\left.\| \Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right)\right\rangle\left\langle\Psi\left(\Gamma^{\prime \prime} J^{\prime \prime}\right) \|\right.}{E_{f}-E_{\Gamma^{\prime \prime} J^{\prime \prime}}} \vec{D}\right\}\right\| \Psi\left(\Gamma_{i} J_{i}\right)\right\rangle$

